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Editor’s Introduction

i

Editor’s Introduction

In this MISR issue, we are delighted to present four research papers. The summary 
of the four papers is as follows.

S. Raj Anand and E. Kannan in their paper “Probabilistic Approach of Improved 
Binary PSO Algorithm Using Mobile Sink Nodes” show that in Wireless Sensor Network 
(WSN) applications for efficient data accumulation, the use of mobile sinks plays a very 
important part. In sensor networks that make use of existing key pre distribution schemes 
of pairwise key establishment and authentication between sensor nodes and mobile sinks, 
the use of mobile sinks of data collection elevates a new security challenge. Improved 
Binary Particle Swarm Optimization algorithm (IBPSO) has been used to find the exact 
location of a three-way process such as sink, distribution of frequency, and localization. 
The Orthogonal Frequency Division Multiple Access (OFDMA) technique is used to 
identify the frequency in the communication channel for finding the exact frequency. The 
existing multiple access techniques have not been used to combine the three-way process 
such as sink the node, frequency, and positions for utilizing the efficiency of energy in the 
particular positions to transfer a packet. The proposed research is used to implement the 
IBPSO algorithm with OFDMA techniques for utilizing exact bandwidth to perform the 
energy level at the scheduled time. The experimental results have been implemented in the 
mathematical approach of Polynomial pool based scheme for finding the regions. In the 
region, the normal distribution procedure has measured optimally to produce the Quality 
of Service (QoS) for accessing the better outcome of bandwidth and it provides an easy 
way to access mechanism with higher energy efficiency.

Prasad Deshpande and Mark Stamp in their paper “Metamorphic Malware Detection 
Using Function Call Graph Analysis” state that previous work has shown that well-
designed metamorphic malware can evade many commonly-used malware detection 
techniques, including signature scanning. In the paper, they consider a previously 
developed score which is based on function call graph analysis. They test the score on 
challenging classes of metamorphic malware and they show that the resulting detection 
rates yield an improvement over other comparable techniques. These results indicate that 
the function call graph score is among the stronger malware scores developed to date.
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Rajeev Singh and Teek P. Sharma in their paper “Secure WLAN Handoff Scheme 
with Continuous Authentication” explore that Handoffs are essential for providing 
continuous mobility to a wireless Station (STA) in an Enterprise LAN. An important 
requirement of the handoff is to establish connection of the roaming STA with a new 
Access Point (AP) securely and quickly such that the undergoing communication remains 
unaffected. They propose a novel handoff scheme for enhancing the handoff performance 
and security. The scheme is a lightweight and reactive method for transferring the keying 
material i.e., STA context to new AP. Scheme utilizes Key Hiding Communication (KHC) 
scheme for ongoing data communication between STA and AP. It provides continuous 
authentication between STA and APs. Computation and communication cost for the 
handoff process are calculated and security analysis is done. A comparison with other 
handoff schemes is also provided.

Steven John Simon and Carol J. Cagle in their paper “An Analysis of Trust, Distrust, 
and Their Antecedents: Development of a Comprehensive Model of Consumer Intentions 
in Technology-Driven Transactions” argue that data breaches -- security incidents -- have 
become an everyday occurrence with hundreds of millions consumers having their lost 
personal identification information (PII), had their credit and debit card numbers stolen, 
and their credit compromised. Despite the risk, consumers continuously swipe their cards 
and share their personal information regularly. The study examines the impacts of trust 
and distrust on consumer intentions in the environment. More than 1,700 consumers 
involved in technology-driven transactions comprise the data sample. Trust, distrust, 
and their antecedents are investigated to determine (1) if trust and distrust are truly two 
distinct constructs, (2) if the two constructs have unique antecedents, and (3) their impacts 
on consumer intentions toward transactions. The study expands the literature treating trust 
and distrust as distinct yet inter-related constructs and by introducing new antecedents. 
Their findings suggest that trust and distrust are not the same construct and impact 
consumer intentions to transact.

As the final note, we would like to thank all the authors and reviewers for their 
collaborative efforts to make this issue possible. It is our sincere wish that this journal 
become an attractive knowledge exchange platform among information systems 
researchers. Last but not least, to our loyal readers around the world, we hope you find the 
contents of the papers useful to your work or research.
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Probabilistic Approach of Improved Binary PSO 
Algorithm Using Mobile Sink Nodes

S. Raj Anand1, E. Kannan2
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2School of Computing and Information Technology, Vel Tech Rangarajan Dr. Sagunthala R&D 
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ABSTRACT:	 In Wireless Sensor Network (WSN) applications for efficient data accumulation, 
the use of mobile sinks plays a very important part. In sensor networks that make 
use of existing key pre distribution schemes of pairwise key establishment and 
authentication between sensor nodes and mobile sink, the use of mobile sinks of 
data collection elevates a new security challenge. Improved Binary Particle Swarm 
Optimization algorithm (IBPSO) has been used to find the exact location of a 
three-way process such as sink, distribution of frequency, and localization. The 
Orthogonal Frequency Division Multiple Access (OFDMA) technique is used to 
identify the frequency in the communication channel for finding the exact frequency. 
The existing multiple access techniques have not been used to combine the three-
way process such as sink the node, frequency, and positions for utilizing the 
efficiency of energy in the particular positions to transfer a packet. The proposed 
research is used to implement the IBPSO algorithm with OFDMA techniques for 
utilizing exact bandwidth to perform the energy level at the scheduled time. The 
experimental results have been implemented in the mathematical approach of 
Polynomial pool based scheme for finding the regions. In this region, the normal 
distribution procedure has measured optimally to produce the Quality of Service 
(QoS) for accessing the better outcome of bandwidth and it provides an easy way to 
access mechanism with higher energy efficiency.

KEYWORDS:	 Mobile Sink, Improved Binary Particle Swarm Optimization, OFDMA, Wireless 
Sensor Network, Quality of Service

1. Introduction

The Mobile Sink is used in many applications for producing accurate and timely 
phenomena detection is required. OFDMA based MAC protocol for underwater acoustic 
Wireless Sensor Networks described that is configurable to suit the operating requirements 
of the underwater sensor network. The protocol has three modes of operation, namely 
random, equal opportunity and energy-conscious modes of operation. The MAC design 
approach exploits the multi-path characteristics of a fading acoustic channel to convert 
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it into parallel independent acoustic sub-channels that undergo flat fading (Khalil et al., 
2012). Delay tolerant data gathering in energy harvesting sensor networks with a Mobile 
Sink has specified that the energy conversion efficiently investigated. The impact of 
different parameters on the performance this is the first kind of work of data collection 
for energy harvesting sensor networks with mobile sinks (Ren & Liang, 2012). Particle 
swarm optimization for time difference-of-arrival based localization shown the PSO 
approach provided accurate source location estimation for both known and unknown 
propagation speed, and also gives an efficient speed estimate in the latter case (Lui et al., 
2007). Reliable and load balanced multi-path routing for multiple sinks in wireless sensor 
networks specified that an efficient load balanced multipath routing for multiple sinks is 
obtained and the fault detection and recovery can be made effectively (Mahadevaswamy 
& Shanmukhaswamya, 2012). Architecture of wireless sensor networks with mobile sinks 
exploited the tradeoff between the successful information retrieval probability and the 
nodes energy consumption, a number of multiple node transmission scheduling algorithms 
are proposed (Song & Hatzinakos, 2007).

Energy-aware data aggregation for grid based Wireless Sensor Networks with 
a Mobile Sink proposed that each sensor node with location information and limited 
energy is considered. This approach utilized the location information and selects a 
special gateway in each area of a grid responsible for forwarding messages (Wang et al., 
2007). Band based go casting for mobile sink groups in the wireless sensor Networks 
delivery-guaranteed and effective data dissemination for mobile sink groups in wireless 
sensor networks. A mobile sink group denotes a set of tightly coupled mobile sinks for 
team collaborations such as a team of firefighters and a group of soldiers (Park et al., 
2013). Energy balanced routing algorithm based on Mobile Sink for Wireless Sensor 
Networks. The algorithm defined the transmitting coordinate (TC) of by mobile sink and 
the sensor nodes, which TC is the same formed a chain cluster using a greedy approach. 
It also defined collecting row (CR) and paralleling column (PC), and each PC transmits 
information to CR synchronously. Finally, information is transmitted to mobile sink by 
LEADER node which residual energy is the most (Guan et al., 2012). SRP-MS: a new 
routing protocol for delay tolerant wireless sensor network lifetime maximization of delay 
tolerant wireless sensor networks (WSNs) through the manipulation of Mobile Sink (MS) 
on different trajectories (Javaid et al., 2013; Paulus et al., 2012). Reducing delay data 
dissemination using mobile sink in Wireless Sensor Networks for reducing drastically 
for data packet collection from the networks and save energy consumption, congestion 
and average end to end delay problem for the collection of data packets in the network 
(Waghole & Deshpande, 2013). Zhao et al. (2014) described the positioning accuracy, they 
put forward an improved weighted centroid algorithm, then self-corrected. The distributed 
multi-cell beamforming algorithm converges to an NE point in just a few iterations with 
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low information exchange overhead. Moreover, it provides significant performance gains, 
especially under the strong interference scenario, in comparison with several existing 
multi-cell interference mitigation schemes, such as the distributed interference alignment 
method (Xu & Wang, 2012). The information related to the residual battery energy of 
sensor nodes to adaptively adjust the transmission range of sensor nodes and the relocating 
scheme for the sink (Wang et al., 2013). The key concept in virtual backbone scheduling 
is to minimize the energy consumption and more throughputs concentrated by Umesh 
et al. (2013). Huang et al. (2014) presented optimization of routing protocol in wireless 
sensor networks based on improved ant colony and particle swarm algorithm. The shown 
the results verify the effectiveness of the improved algorithm, and improve the search for 
optimal routing.

The objective of our research work is to find the appropriate position using IBPSO 
algorithm in all locations to acquire accurate bandwidth which minimizing the error 
through mobile sink. In order to communicate in scheduled time, the exact bandwidth can 
be used by OFDMA technique.

2. Architectural models

Figure 1 shows the architectural model of Mobile sink with IBPSO for finding the 
appropriate position in WSN. It shows the how sensor networks are distributed the data 
to various networks. The mobile sink has used to sink all the sensor nodes. Each sensor 
is used to find the exact position to transmit the data with IBPSO. The swarming of all 
the sensors has been assigning the data in the particular location. The IBPSO algorithm is 
used with time scheduled for distributing with higher bandwidth with respect to OFDMA/
TDMA for defining the appropriate periods.

3. Mobile sink with IBPSO

A mobile sink sends data request message to sensor nodes via a stationary access 
node. These mobile sink request messages will initiate the stationary access node to 
trigger sensor nodes for transmitting their data to the requested mobile sink. The main 
advantage of mobile sink is used to secure way of communication has to be established in 
the sensor networks. It is enabled to collect all information from a remote machine and the 
information has been timely improved with energy. The sink nodes find their geographic 
locations by the configuration of localization techniques. The OFDMA techniques also 
implemented in mobile sink for controlling the information without having any error. 
In WSN, the acknowledgement cannot be predicted to all transmissions. So, OFDMA 
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is scheduled the time for every transmission in mobile sink and finding the appropriate 

position through IBPSO.

Figure 2 depicts the mobile sinks which identifies all the sink nodes and neglect the 

unauthorized nodes. Then the data has been transferred to the particular location using an 

IBPSO algorithm for finding the exact location and also improving the performance.

Figure 1   Interconnection of Mobile Sink with IBPSO for Finding the Position
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4. Improved Binary PSO algorithm

IPSO is a heuristic global optimization procedure, which is based on swarm 
Intelligence. IPSO is an algorithm for optimizing a non-linear and multidimensional 
problem which usually reaches good solutions efficiently, while requiring minimal 
parameterization. The overall function of this problem is optimized and also it finds 
the exact solution for an appropriate location. The function can be defined as f(xi) and 
the nodes are f(xi,0), ..., f(xi,d) and also it represents how the particle’s position in the 
multidimensional space is relative to the desired goal. With this problem, the IPSO 
algorithm shows that how the frequencies are calculated at the rate of weights and also 
binds the “d” dimensions to be optimized for given a problem modeled as an optimization 
one of dimensions d. So, it has positioned as xi (x1, x2, ..., xn) and velocity vi (v1, v2, ..., vn).

The Improved Binary PSO (IBPSO) algorithm is called by IPSO, the particle 
position is not a real value, but either the binary 0 or 1. So that velocity vi,d mapped into 
interval [0,1]. In this case velocity has been updated in Equation (1) and positions have 
been updated in Equation (3). In this algorithm, swarm means all the particles share 
information and it says that best position in every visited and also by any particle in the 
swarm.Each particle has a position can be defined in the Equations (1) and (2).

Figure 2   Clustering of Sensor Node Sink with Position of Binary PSO in OFDMA
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xi,d(it + 1) = xi,d(it) + vi,d(it + 1)� (1)

and

vi,d(it + 1) = vi,d(it)

,
1 ,* (0,1)* ( ) ( )i db

i dC Rnd p it x it + − 

2 ,* (0,1)* ( ) ( )db
i dC Rnd g it x it + −  � (2)

( )1,

11
,1

0
{x iti d

if vi de
otherwise

σ

+

< −
+= � (3)

where

i, particle’s index, used as a particle identifier

d dimension being considered, each particle has a position and a velocity for each 
dimension

it iteration number, the algorithm is iterative

xi,d position of particle i in dimension d

vi,d velocity of particle i in dimension d

C1 acceleration constant for the cognitive component;

Rnd stochastic component of the algorithm, a random value between 0 and 1

Pb
i,d the location in dimension d with the best fitness of all the visited locations in that 

dimension of particle i and gb is the global position

C2 acceleration constant for the social component

σ Random factor in the [0,1] interval

5. Integrated polynomial pool based scheme

This scheme is used to define the combination of polynomial pool based scheme as 
well as the three tier security scheme. This scheme is defined position in the particular 
regions using IBPSO. Based on the region the packets are maintained efficiently with a 
short spot of time. The sink node is used to identify the unintended nodes, which are sent 
from the source place and also protect the unauthorized data along with two keys named 
as Sending key (S) and Receiving key (R). Consider the four regions in the particular 
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positions. The regions are located in the position with small particle R1 = (-4, 0), R2 = (-1, 
0), R3 = (1, 0) and R4 = (3, 0). Among the four regions, the exact location can be identified 
by the following procedure and the polynomials of coordinating points are described in 
Figure 3 with sine wave.

P(x) > 0 for x ∈ (-∞, -4) ∪ (3, ∞)� (4)

P(x) < 0 for x ∈ (-4, -1) ∪ (1, 3)� (5)

 

Figure 3   Polynomial of Coordinating Points in the Particular Regions

IBPSO algorithm:

Step 1:	Searching the nodes N1, N2, ..., Ni for sending the data.

Step 2:	� Checking by mobile sink nodes, whether N1, N2, ..., Ni are  
malicious or original data.

Step 3:	� Generating the keys S1,S2, ..., Si for the given data and  
encrypting the keys along with the data.

Step 4:	For each particle i in s do

Step 5:	For each dimension d in D d 
	 xi,d = Rnd(xmin, xmax) 
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	 ui,d = Rnd(-vmax/3, vmax/3) 
	 End

Step 6:	Evaluate the polynomial for the particular particle using the 
	 Equations (4) and (5). For each region in Swarm 
	 (i)   if (the position value of Xi > Pi) then Pi = Xi 
	 (ii)  if (the position value of Xi > Pg) then Pg = Xi 
	 for each dimension of particle 
	 (i)   Update each dimension velocity using the Equation (2) 
	 (ii)  Update velocity if (Vid(t + 1) > Vmax) then Vid(t + 1) = Vmax

	 (iii)  From Equation (3)
,

1
1

1 i dvS
e−= +

+

	 (iv)  S > rand(0,1) then Xid(t + 1) = 1 
	 else Xid(t + 1) = 0

Step 7:	Find the frequency with each dimension of the following

	 Frequency = 
,i dv

S and global position = Frequency

Step 8:	Ti(Time) = global position + (Hours * 60) + Minutes 
	 if(Ti == maxHours), 
	 Message “Error: Request time is more” 
	 Else Print the total time with frequency

Step 9:	Print the position with appropriate 
	 frequency level.

Step 10: return Ti_Time

6. Simulation

Figure 4 shows the parameter position finding without -1 value in the localization. 
In the particular location, nodes are having the appropriate position to find the signal 
strength. If the values are -1, returns the negative position and also not finding the 
localization.

Figure 5 shows how localization can be found in every location. When the position 
is identified, every node has connected to its neighboring node. The graph shows the 
square mark in every link to find its positions. The data are traversed through this node 
and finally reach to its destination. The efficiency of the sensor nodes are defined with 
normal distribution for providing the optimal solution in the particular location.
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Figure 4   Implementation of Node Position Finding in the Localization in Matlab

Figure 5   Traversing through Every Node for Finding in the Localization

The solution has been optimally selected in the upper area of the normal curve with 
intersect point. Consider the 25 nodes have been participated in sending the data through 
the signal position of the 4 regions. In such a case all the nodes are intersected with the 
optimal solution with the efficiency of the time 0.5 seconds in the normal curve. The 
following steps are taken into the consideration with respect to finding optimal solutions.

Step 1:	Since μ = 25 and σ = 4 we have:

	 P (0 < X < 25) = P (0 – 25 < X – μ < 25 – 25) = P ( 0 – 25 
4 

 < X – μσ < 
25 – 25 

4 
)

	 Since Z = 
x

Z
µ

σ

−
=

x
Z

µ

σ

−
=  , 

0 – 25 
4 

 = – 6.25 and 
25 – 25 

4 
 = 0 we have:

	 P (0 < X < 25) = P (– 6.25 < Z < 0)

Step 2:	Use the standard normal table to conclude that: 
	 P (– 6.25 < Z < 0) = 0.5 
	 Such that P (0 < X < 25) = 0.5
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Figure 6 shows the appropriate position finding with the various coordination. The 
graph shown the various coordination for finding the position and the average delay times 
are calculated in every position. This is normally represented for data distribution in 
the particular location, for how much of time can be utilized for transmitting data in the 
particular location. Figure 7 shows that the reliability of IBPSO algorithm. The reliability 
has measured in percentages and the IPSO algorithm has found the position with same 
reliability measurement. In this scenario, the time has been measured for finding the 
position which is incorporated in the particular regions.

Figure 6   The Node Position Finding in the Localization

Figure 7   imes for Reliability of IBPSO in Cell Detection
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In every shot of signals, the average value has been calculated based on the number 
of nodes. If 100 nodes are transmitting the data, the overall reliability of data transfer in 
time is 0.5 seconds with percentage.

7. Conclusions

The main proposed system of the study described that three way distribution processes 
of improved particle swarm optimization frequencies for mobile sink in localization of 
wireless sensor network. In this study the IBPSO algorithm used for finding the location 
and to identify the localized environment. The mobile sink has been allocated the sink 
node for distribution of the data between one sink nodes to another sink node. During the 
distribution the OFDMA used to define the frequency with constant level. In the frequency 
channel all the data have distributed securely with the polynomial pool based method 
applied for protecting from unauthorized data. Finally, all the techniques are accumulated 
together in a channel without having any errors and also the efficiency have been utilized 
in the particular location to send the packets.
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Metamorphic Malware Detection Using Function Call 
Graph Analysis

Prasad Deshpande, Mark Stamp
San Jose State University, San Jose, CA

ABSTRACT:	 Previous work has shown that well-designed metamorphicmalware can evade many 
commonly-used malware detection techniques, including signature scanning. In this 
paper, we consider a previously developed score which is based on function call 
graph analysis. We test this score on challenging classes of metamorphic malware 
and we show that the resulting detection rates yield an improvement over other 
comparable techniques. These results indicate that the function call graph score is 
among the stronger malware scores developed to date.

KEYWORDS:	 Malware, Function Call Graph, Metamorphic Software

1. Introduction

Malware is a software that is designed to perform malicious activity (Panda Security, 
2011). Examples of such malicious activity range from crashing a system to collecting and 
infiltrating sensitive data. There are many different categories of malware, including virus, 
worm, trojan horse, logic bomb, back door, and spyware (Aycock, 2006). In this paper, we 
use the term virus generically to refer to any type of malware.

According to Symantec (2011), the number of unique malware variants increased 
from about 286 million to more than 403 million between 2010 and 2011. Also, in 2011, 
Symantec claimed to have blocked more than 5.5 billion attacks (Symantec, 2011). These 
numbers give some indication of the scope and prevalence of the malware threat--a 
massive threat that shows no sign of abating anytime soon. 

Code obfuscation is used to obscure the characteristics of code (Xu et al., 2013). 
Virus writers have developed a variety of code obfuscation techniques, many of which 
are designed to evade signature detection. Arguably, the most potent such technique 
is metamorphism, that is, code morphing that changes the internal structure with each 
infection, while maintaining the essentials of its original function (Shang et al., 2010). 
Metamorphic generators are readily available, so that even a novice attacker can easily 
take advantage of this powerful technique. Examples of notable metamorphic generators 
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include

•	 NGVCK (Next Generation Virus Creation Kit) (Snakebyte, 2000)

•	 MPCGEN (Mass Code Generator) (Tips Trik Dan Berbagi Informasi, n.d.)

•	 G2 (Second Generation Virus Generator) (VX Heavens, n.d.)

•	 VCL32 (Virus Creation Lab for Win32) (Attaluri et al., 2009)

•	 MetaPHOR (The Mental Driller, 2002)

•	 NRLG (NuKE’s Random Life Generator) (Symantec, n.d.)

•	 NEG (NoMercy Excel Generator) (Symantec, n.d.)

Function call graphs have been previously applied to the malware detection problem. 
For example, Bilar (2007) propose and analyze a mechanism to generate call graphs for 
malware detection. The paper Shang et al. (2010) proposes an algorithm to determine 
similarity between function call graphs, while Karnik et al. (2007) uses a cosine similarity 
metric to measure the overall similarity between code samples, based on call graphs. In 
Christodorescu et al. (2007), a data mining algorithm is used to construct call graphs via 
dynamic analysis. 

In this paper, we apply a call graph-based score to several challenging classes of 
metamorphic malware. We compare the results obtained using this call graph approach 
to previous results obtained using hidden Markov model (HMM) analysis (Wong & 
Stamp, 2006). These HMM results have previously served as a benchmark for comparing 
the effectiveness of a wide variety of detection techniques (Attaluri et al., 2009; Kazi 
& Stamp, 2013; Lin & Stamp, 2011; Runwal et al., 2012; Shanmugam et al., 2013; 
Sridhara & Stamp, 2012; Tamboli et al., 2014). We show that call graph analysis can yield 
improved results over many of these previous techniques in these particularly challenging 
cases. 

This paper is the first to test call graph based scoring on such challenging classes 
of malware. Our results indicate that function call graphs are a powerful technique for 
scoring malware, and such scores are relatively immune to many common obfuscation 
techniques. 

This paper is organized as follows. Section 2 provides background information on 
malware and detection techniques, including a discussion of Hidden Markov Models. We 
also briefly discuss various metamorphic techniques. In Section 3 we discuss call graph 
analysis and its application to malware detection and, of course, we emphasize the specific 
implementation that we have chosen. Section 4 contains our experimental results. Finally, 
Section 5 has our conclusion and suggestions for possible future work. 



Metamorphic Malware Detection Using Function Call Graph Analysi   17

2. Background 

In this section, we first discuss metamorphic malware and various code morphing 
techniques. Then we briefly discuss Hidden Markov Models (HMMs) and their use in 
malware detection. HMMs will serve as a benchmark for comparing the call graph scores 
analyzed in this paper. 

2.1 Metamorphic techniques

A metamorphic generator can produce a large number of different generations of 
code, where the functionality remains the same, but the internal structure differs. Such 
code obfuscation can alter instructions as well as program data and control flow (Borello 
& Mé, 2008; You & Kim, 2010). These techniques can be used to evade signature 
detection, as well as to evade statistical analysis. Next, we briefly consider some code 
morphing techniques. 

2.1.1 Register swap

Register swapping is one of the easiest metamorphic techniques to implement, but 
it is also one of the least effective. RegSwap, which was arguably the first metamorphic 
viruses, used this technique exclusively (Szor, 2005). Table 1 shows code fragment from 
different generation of W95/RegSwap virus.

2.1.2 Transposition

Subroutine permutation is another elementary code morphing technique. If there 
are n subroutines, then it is trivial to generate n! different metamorphic copies by simply 
permuting the order of the subroutines. BadBoy and W32/Ghost are two viruses that 
employ subroutine permutation (Szor, 2005). BadBoy has 8 subroutines, so it can generate 
8! = 40320 different variants. 

Table 1   Two Generations of RegSwap
pop edx pop edx

mov edi, 0004h mov ebx, 0004h
mov esi, ebp mov edx, ebp
mov eax, 000Ch mov edi, 000Ch
add edx, 0088h add eax, 0088h
mov ebx, [edx] mov esi, [eax]
mov [esi+eax*4+00001118], ebx mov [edx+edi*4+00001118], esi
Source: Szor, 2005
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More generally, if two instructions (or groups of instructions) are independent of 
each other then their order can be changed. Even more general transposition can be used, 
provided jump instructions are inserted to preserve the order of code execution. 

2.1.3 Dead code insertion 

Dead code insertion can be a highly effective morphing strategy. Dead code may or 
may not be executed; if such code is executed, care must be taken so that it has no effect 
on the functioning of the program. Examples of dead code insertions are given Table 2 
Note that none of the instructions in Table 2 change the value of the register.

Dead code insertion is useful for evading signature detection and can also aid in 
evading statistical-based detection. Dead code insertion is used, for example, in Win95/
Zperm (Szor, 2005) and also in the experimental metamorphic worm MWOR, which is 
analyzed in Sridhara and Stamp (2012).

2.1.4 Instruction substitution 

An instruction or group of instructions can be substituted for another equivalent 
instruction or group of instructions. For example, the instruction xor eax, eax can be 
replaced by sub eax, eax. Instruction substitution can be highly effective, but is relatively 
difficult to implement. Instruction substitution is used extensively in W32/MetaPHOR 
(Szor, 2005) and also to some extent in the MWOR worm Sridhara and Stamp (2012). 

2.1.5 Formal grammar mutation 

A code morphing engine can be viewed as nondeterministic automata, where 
transitions are possible from every symbol to every other symbol (Zbitskiy, 2009). Here, 
the set of symbols consists of the set of possible instructions. By formalizing mutation 
techniques in this way, we can apply formal grammar rules and create malicious copies 
with large variation; see Zbitskiy (2009) for an example. 

Table 2   Example of Dead Code
Instruction Description
add Reg,0 Add value 0 to register
mov Reg,Reg Transfer register value to itself
or Reg, 0 Logical OR operation of register with 0
nop No operation

Source: Szor and Ferrie (2001)



Metamorphic Malware Detection Using Function Call Graph Analysi   19

2.1.6 Host code mutation 

Some viruses mutate the code of the host along with their own code (Konstantinou 
& Wolthusen, 2008). Win95/Bistro is an example of malware that uses this concept of host 
code mutation Szor (2000). 

2.1.7 Code integration 

Win95/Zmist implements a “code integration” technique. Specifically, Zmist 
decompiles a portable executable (PE) file, inserts itself into the code of the file, 
regenerates the code and data references, and recompiles the executable (Szor & Ferrie, 
2001). 

2.2 Hidden Markov model based detection 

Hidden Markov Model (HMM) analysis has proven useful in a wide array of fields, 
ranging from speech recognition (Rabiner, 1989) to software piracy detection (Kazi & 
Stamp, 2013). Previous research has shown that HMMs can be a highly effective tool 
for detecting metamorphic malware (Attaluri et al., 2009; Lin & Stamp, 2011; Wong & 
Stamp, 2006). Since HMMs have been widely studied, we use an HMM-based score as 
the benchmark for comparison with the call graph score considered in this paper. 

An HMM includes a “hidden” Markov process, and a sequence of observations 
that are probabilistically related to this hidden process. We can train an HMM for a given 
sequence of observations. Then we can score a sequence against this trained model to 
determine how closely it matches the training data. The relevant notation commonly used 
in HMMs appears in Table 3. 

A generic HMM is illustrated in Figure 1, where Xt and 𝒪t represent the (hidden) 
state sequence and the observation sequence, respectively. The underlying Markov process 
is driven by the A matrix. The observations 𝒪t are related to the current state of the Markov 

Table 3   HMM Notation
Symbol Description 

T length of the observed sequence 
N number of (hidden) states in the model 
M number of distinct observation symbols 
𝒪 observation sequence (𝒪0, 𝒪1, . . . , 𝒪T −1) 
A N × N state transition probability matrix 
B N × M observation probability matrix 
π 1 × N initial state distribution matrix 

Source: Stamp (2015).
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process by probability distributions contained in the B matrix. The matrices A, B, and π 
are row stochastic, that is, the elements of each row satisfy the conditions of a probability 
distribution. 

For the metamorphic malware detection problem considered in Wong and Stamp 
(2006), opcodes are extracted from several members of a given metamorphic family. 
These opcode sequences are concatenated to form a sequence 𝒪, and an HMM is trained 
on 𝒪. To score a given file, its opcode sequence is extracted and scored against the trained 
HMM. The results in Wong and Stamp (2006) indicate that this technique is highly 
effective at detecting hacker-produced metamorphic code. 

These results have been confirmed and further analyzed in a substantial body of 
subsequent research, including Attaluri et al. (2009), Kazi and Stamp (2013), Lin and 
Stamp (2011), Runwal et al. (2012), Shanmugam et al. (2013), Sridhara and Stamp (2012) 
and Tamboli et al. (2014). Consequently, we use HMM scoring as a benchmark to measure 
the effectiveness of the call graph technique considered here. 

3. Call Graph Analysis 

In this section, we first discuss previous malware detection work based on using call 
graph analysis. Then we discuss function call graphs in general, and explain in detail the 
scoring algorithm used in this research. 

3.1 Previous work 

Malware writers have developed a variety of techniques for evading signature 
detection (Aycock, 2006). In contrast to signature detection, functional call graph analysis 
relies on higher-level structure, that should be more difficult to obfuscate. The purpose 

Figure 1   Generic Hidden Markov Model (Stamp, 2015)
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of this research is to determine the effectiveness of call graph-based techniques when 
confronted with advanced metamorphic malware. Such malware easily defeats signature 
scanning and, if properly constructed, can also evade statistical-based detection (Sridhara 
& Stamp, 2012). 

A function call graph is created from the disassembled code of an executable as 
follows. Each function is represented by a vertex, with directed edges represent the caller-
callee relationships between functions (Xu et al., 2013). In addition, edge “weights” can 
be considered, which can be based on opcode analysis and graph coloring techniques. 
Once such graphs have been constructed, determining the similarity between programs 
reduces to determining the similarity between their function call graphs. 

We implemented the technique given in (Xu et al., 2013). We apply this technique to 
several advanced metamorphic generators. Our test results are given in Section 4. But first 
we discuss the process used to construct function call graphs and to measure the similarity 
of such graphs. 

3.2 Function Call Graph Construction 

An graph can be represented as G = (V, E), where V is the set of vertices and E is 
the set of edges. For a function call graph, the vertices represent functions while the edges 
represent caller-callee relationships between functions (Xu et al., 2013). The functions 
in V are classified as one of two types, namely, local functions or external functions. 
Local functions are contained within the executable, while external functions are system 
or library functions. After disassembling an exe, functions begin with sub_xxxxxx and 
end with sub_xxxxxx where “xxxxxx” represents the name of the function. For local 
functions, the name of the called function is also found within the executable, while 
external functions names are not. 

Given an executable, we first disassemble it using IDA Pro (Hex-Ray, n.d.). From 
the resulting assembly code, we search for functions and extract relevant information for 
each. Once the relevant information has been extracted for all functions, the function call 
graph is constructed. Figure 2 shows part of the function call graph for the virus Win32.
Bolzano. As can be seen in Figure 2, the graph consists of local functions (those with 
names of the form sub_xxxxxx) and external functions, such as GetVersion. Note that 
local functions can call external functions, but an external function cannot call a local 
function.

As in Shang et al. (2010), we use a breadth first search (BFS) to determine caller-
callee relationships between functions. In a BFS, we start from a root node and process 
successive levels. For our experiments, the entry point function serves as the root node 
and the the algorithm used is a straightforward BFS; for additional details, see Shang et al. 
(2010) or Deshpande (2013). 
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3.3 Function call graph similarity 

Once function call graphs have been constructed, we then determine the simi-larity 
of the corresponding programs by measuring the similarity of their graphs. External 
functions are matched using their symbolic names, since these will be the same across 
different programs. However, the symbolic names used for local functions need not be the 
same across metamorphic code variants. Consequently, we must analyze local functions to 
determine their similarity across different programs. We use three different techniques to 
match local functions. 

3.3.1 Matching external functions 

External functions have the same name across all executables and make no further 
calls within the call graph (Carrera & Erdelyi, 2004). Hence, in terms of the call graph, 
external functions have in-degree 1 and out-degree 0, and these functions can be matched 
based simply on their symbolic names. For example, the GetVersion function in one 
function call graph can be matched with same function in any other call graph. 

Given function call graphs G1 and G2, we extract the external functions from each. 
As noted above, these functions are easily determined. Then both sets of external functions 
are compared, and for any common symbolic names, the corresponding vertex is saved 
to a common external vertex set, which will be used for scoring. Details of the scoring 
process are given in Section 3.3, below. 

3.3.2 Local function similarity based on external functions 

The first method that we use to find matching local functions consists of match-ing 
common external function calls. All local functions in the graphs G1 and G2 are compared 
and we simply tabulate matches in the external functions called. If the number of such 
matches is two or greater, the corresponding local functions are considered to match by 
this criteria, so they are saved to a common local set. 

Figure 2   Function Call Graph in Win32.Bolzano (Xu et al., 2013).
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3.3.3 Local function similarity based on opcode sequences 

Local functions that do not match based on external functions are compared based 
on their opcode sequences. There are many different opcode-based similarity techniques 
(Attaluri et al., 2009; Runwal et al., 2012; Shanmugam et al., 2013; Wong & Stamp., 2006). 
So that our results will be consistent with previous work on call graph similarity, here we 
use the opcode similarity technique in Xu et al. (2013), which we now describe in detail. 

Each vertex in the call graph is “colored” depending on the instructions used. 
Functions are considered to match provided their “colors” match. In case of matches, the 
score is computed using cosine similarity. 

To make this score more robust against morphing techniques such as code sub-
stitution, we classify all X86 instructions into one of 15 categories, according to their 
function (Xu et al., 2013). These categories are listed in Table 4. 

A 15-bit color variable is associated with each vertex corresponding to a local 
function in the graph. If an opcode of type Ci appears in the function, bit i of the color 
variable is set -- if no such opcode exists in the function, color bit i is 0. There is also a 
corresponding vector that holds the count of the number of instructions in each class. For 
example, the first column in Table 5 contains a function from Win32.DarkMoon. The 

Table 4   x86 Instruction Classification
Class Type Description 

C1 Data data transfer such as mov 
C2 Stack stack operation 
C3 Port in and out 
C4 Lea destination address transmit 
C5 Flag flag transmit 
C6 Arithmetic shift, rotate, etc. 
C7 Logic bitbyte operation 
C8 String string operation 
C9 Jump unconditional transfer 
C10 Branch conditional transfer 
C11 Loop loop control 
C12 Halt stop instruction 
C13 Bit bit test and bit scan 
C14 Processor processor control 
C15 Float floating point operation 

Source: Xu et al. (2013).
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second column in Table 5 lists the opcode, while the third column is the category of the 
opcode, as found in Table 4. 

The color variable and vector of counts from Table 5 appear in Table 6. These are 
used for computing a score based on cosine similarity, which we now discuss.

Table 5   Local Function from Win32.DarkMoon
Assembly code Opcode Category

sub 4059DC proc near — —
push ebx push C2

mov ebx,eax mov C1

cmp ds:byte 4146C1, 0 cmp C6

jz short loc 405A04 jz C10

push 0 push C2

call SwapMouseButton call C9

mov ds:byte 4146C1, 0 mov C1

mov eax,ebx mov C1

mov edx,offset dword 405A28 mov C1

call sub 403DEC call C9

pop ebx pop C2

retn retn C9

push 0FFFFFFFFh push C2

call SwapMouseButton call C9

mov ds:byte 4146C1, 1 mov C1

mov eax,ebx mov C1

mov edx,offset dword 405A28 mov C1

call sub 403DEC call C9

pop ebx pop C2

retn retn C9

sub 4059DC endp — —
Source: Xu et al. (2013).

Table 6   Color Vector of Win32.DarkMoon
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 

color 1 1 0 0 0 1 0 0 1 1 0 0 0 0 0 
count 7 5 0 0 0 1 0 0 6 1 0 0 0 0 0 

Source: Xu et al. (2013).
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Let X = (x1, x2, . . . , x15) and Y = (y1, y2, . . . , y15) be the vectors of counts from two 
functions. Then the cosine similarity between these two vectors is computed as

� (1)

If the color vectors match exactly, and the cosine similarity between the corre-
sponding count vectors is greater than a predetermined threshold, then the functions are 
considered a match. In our experiments, we use the same parameters for scoring as in Xu 
et al. (2013). 

3.3.4 Local Function Similarity Based on Matched Neighbors 

If two functions match, then it is more likely that functions corresponding to 
neighboring vertices in the function call graphs should match. For example, suppose that 
in Figure 3, vertex A has been matched with vertex B. Then there is a higher likelihood 
that one or more of vertices U, V will match with one or more of the vertices X, Y, Z. 

Because of this higher likelihood of a match, we alter the score computation for such 
neighboring vertices. Successors and predecessors of previously matched functions are 
scored using a slightly relaxed version of the color-based score discussed in the previous 
section. The difference here is that there is no requirement that the color vectors match, 
that is, we compute the cosine similarity score in (1), regardless of the color vectors. In 
addition, we use a slightly different threshold for the similarity score.

3.3.5 Similarity Score 

Given two function call graphs G1 and G2, we determine all common vertices using 
the function matching algorithms outlined in Sections 3.3 through 3.3, above. Once we 
have found all common vertices, we determine the common edges. Suppose vertices A 
and B from G1 have been matched to vertices C and D from G2, respec-tively. If there is 

Figure 3   Successors Functions of Matched A and B
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an edge between A and B in G1 and an edge between C and D in G2, then G1 and G2 are 
said to have a common edge. Let common edge (G1, G2) be the set of such common edges. 
Then the similarity between two function call graphs is calculated as Xu et al. (2013).

� (2)

where E(Gi) is the edge set of the graph Gi.

4. Experiments 

In this section, we analyze the performance of the similarity scoring algorithm 
discussed in Section 3. We test the technique on two families of metamorphic malware, 
namely, the Next Generation Virus Generation Kit (NGVCK) Snake-byte (2000) and the 
experimental MWOR worms developed and analyzed in Sridhara and Stamp (2012). The 
NGVCK viruses have previously been shown to be highly metamorphic, but detectable 
using statistical-based techniques (Runwal et al., 2012; Shanmugam et al., 2013; Toderici 
& Stamp, 2013; Wong & Stamp, 2006). The MWOR worms were designed to be highly 
metamorphic and to evade statistical-based detection -- and they do successfully evade 
such detection (Sridhara & Stamp, 2012). Both of these metamorphic families have been 
used in studies of several other malware scoring techniques (Attaluri et al., 2009; Baysa 
et al., 2013; Lin & Stamp, 2011; Runwal et al., 2012; Shanmugam et al., 2013; Toderici 
& Stamp, 2013; Wong & Stamp, 2006), and hence they provide a basis for judging the 
effectiveness of the call graph similarity score considered here. 

4.1 Test Data

Our test data consists of 50 NGVCK virus files and a total of 120 MWOR files. The 
MWOR worms have an adjustable “padding ratio” parameter that specifies the fraction 
of dead code to worm code. For example, a padding ratio of 2.0 means that each worm 
has twice as much dead code as actual functioning worm code. The dead code is selected 
from benign files and, at higher ratios; it serves to effectively defeat statistical-based 
detection techniques (Sridhara & Stamp, 2012). We consider distinct sets of MWOR 
worms with padding ratios of 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0. For the NGVCK viruses we 
use 50 Cygwin utility files as representative examples of benign files. Since MWOR is a 
Linux worm, we use a set of 20 Linux library files for the representative benign set for the 
MWOR experiments. These data sets are consistent with those used in previous related 
research (Baysa et al., 2013; Runwal et al., 2012; Shanmugam et al., 2013; Wong & 
Stamp, 2006). In all experiments, we score all pairs of malware samples with each other, 
and we score all pairs consisting of one malware sample and one benign file. 
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4.2 Evaluation Criteria 

To evaluate our results, we use Receiver Operating Characteristic (ROC) curves. To 
construct an ROC curve, we plot the fraction of true positives versus the fraction of false 
positives as the threshold varies through the range of scores. The area under the curve 
(AUC) provides a single measure that enables us to directly compare experimental results. 
An AUC of 1.0 indicates ideal separation, that is, we can set a threshold for which no false 
positives of false negatives occur. At the other extreme, an AUC of 0.5 indicates that the 
binary classifier performs no better than flipping a coin. 

4.3 Test Results 

4.3.1 NGVCK

First, we tested the call graph based scoring technique on NGVCK viruses. A 
scatterplot of the resulting scores is given in Figure 4 (a), and the corresponding ROC 
curve appears in Figure 4 (b). In this case, the AUC is clearly 1.0, as we have ideal 
detection. 

4.3.2 MWOR

Next, we tested the call graph score on MWOR worms, using a wide range of 
padding ratios. Recall that the MWOR padding ratio is the fraction of dead code to 
functional worm code. Figure 5 shows the similarity scores for MWOR worms, where the 
padding ratio ranges from 0.5 to 3.0. These results show that for padding ratios of 2.0 or 
less, we obtain ideal classification in each case. However, for padding ratios of 2.5 and 
above, there will be some misclassifications, regardless of the threshold. 

(a) Similarity scores (b) ROC curve

Figure 4   Call Graph Similarity for NGVCK Virus Family
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(a) Padding ratio 1.0 (b) Padding ratio 1.5

(c) Padding ratio 2.0 (d) Padding ratio 2.5

(e) Padding ratio 3.0 (f) Padding ratio 4.0

Figure 5   MWOR Similarity Scores
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ROC curves corresponding to the scores in Figure 5 were constructed, and the AUC 
for each computed. The first column of Table 7 contains the AUC statistic for each of the 
resulting ROC curves. 

4.3.3 Comparison with Previous Work 

Next, we compare the results obtained using the call graph score to an HMM-based 
score. As previously mentioned, this HMM score has served as a benchmark for several 
previous studies on malware detection and hence provides a useful measure of the success 
of the call graph score, relative to previous work. 

For the MWOR worms, a direct comparison (in terms of the AUC statistic) is 
provided in Table 7, where the HMM results are taken from Sridhara and Stamp (2012) 
and the “simple substitution” results are from Shanmugam et al. (2013) (which itself 
improved on the HMM score for the MWOR family). From these results, we see that the 
call graph technique is superior to both of these other techniques for padding ratios of 
1.5 or greater. In Figure 6, we have plotted the results from Table 7 in the form of a bar 
graph, which clearly shows the robustness of the call graph score with respect to common 
morphing techniques.

5. Conclusion and future work 

We implemented a function call graph technique and applied it to the malware 
detection problem. Opcode analysis and graph coloring techniques are employed to 
compute this score. 

We tested this similarity score on two challenging metamorphic malware families. 
The results show that the function call graph score outperforms a straightforward HMM-

Table 7   MWOR AUC Comparison

Padding ratio
Area under the ROC curve (AUC)

call graph HMM simple substitution
0.5 1.0000 1.0000 1.0000
1.0 1.0000 0.9900 1.0000
1.5 1.0000 0.9625 0.9980
2.0 1.0000 0.9725 0.9985
2.5 0.9999 0.8325 0.9859
3.0 0.9989 0.8575 0.9725
4.0 0.9979 0.8225 0.9565
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based score and a “simple substitution” score. This is impressive, since the HMM score 
has served as a benchmark in several previous studies, and it has proven difficult to 
significantly improve on the HMM results. 

Future work could focus on possible improvements to call graph score technique 
considered in this paper. Specifically, the step where we match similar functions is worth 
reconsidering. Possible alternatives to the graph coloring approach used here include any 
of a variety of additional statistical techniques, such as HMM analysis (Wong & Stamp, 
2006), chi-squared statistics (Toderici & Stamp, 2013), and the “simple substitution” 
distance in Shanmugam et al. (2013). In addition, structural techniques such as the 
entropy-based score in Baysa et al. (2013) and Sorokin (2011) or the compression-based 
score in Lee et al. (2015) could prove more robust than scores that rely directly on opcode-
based analysis.
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ABSTRACT:	 Handoffs are essential for providing continuous mobility to a wireless Station 
(STA) in an Enterprise LAN. An important requirement of the handoff is to establish 
connection of the roaming STA with a new Access Point (AP) securely and quickly 
such that the undergoing communication remains unaffected. We propose a novel 
handoff scheme for enhancing the handoff performance and security. The scheme 
is a lightweight and reactive method for transferring the keying material i.e., STA 
context to new AP. Scheme utilizes Key Hiding Communication (KHC) scheme 
for ongoing data communication between STA and AP. It provides continuous 
authentication between STA and APs. Computation and communication cost for the 
handoff process are calculated and security analysis is done. A comparison with 
other handoff schemes is also provided.

KEYWORDS:	 WLAN Security, Key Based Communication, Handoff, Lightweight Authentication.

1. Introduction

Wireless networks supporting real time applications like Voice over IP (VOIP), 
e-conference etc. requires instant availability and seamless secure roaming (Bojkovic et 
al., 2005). This is achieved by wireless Station (STA) handoff to the new Access Point 
(AP). The desired properties of a good handoff are: (1) handoff should be completed 
within time limits as suitable for the multimedia and real time applications and (2) the 
handoff should be performed securely.

The communication interruption time tolerable for multimedia and real time 
applications during handoff is approximately 50 ms (Lee, 2010; Lee & Hunt, 2010). This 
is the time when mobile STA cannot send or receive data packets from its correspondent 
nodes. This time should be minimized such that the STA communicates with its 
correspondent node continuously. The 802.11i WLAN security standard provides the 
secure STA authentication at AP by utilizing the Authentication Server (AS) services. The 
secure STA authentication (default Full EAP/TLS) evolves shared secret key between STA 
and AP. The entire process takes time of the order of 300 ms to 4 seconds (Martinovic et 
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al., 2006, 2007) which make it unsuitable for the handoffs. This handoff time should be 
reduced while maintaining the security properties. For reducing the handoff time, pre-
authentication is used where full 802.1X authentication is performed before starting 
the handoff. Here, STA starts EAP/TLS authentication with the candidate AP (new AP 
with which STA handoff is performed) through old AP connection. Old AP forwards the 
authentication messages to the AS. This process is termed as pre authentication. It ends 
when STA and new AP receive new PMK. Later, when handoff is initiated only 4-way 
handshake is required to complete the authentication. Involvement of AS is not required 
during the handoff reestablishment of trust relationship. This results in overall reduction in 
handoff delay and packet loss (Compton, 2008; IEEE 802.11i, 2004; Kassab et al., 2005).

Predictive authentication and proactive key distribution are proposed by the 
researchers to reduce time in locating and predicting the candidate AP. This involves 
overheads and security issues. In proactive key distribution, a group of candidate access 
points are determined and new shared key (i.e., PMK) is distributed among them before the 
handoff (Hur et al., 2007; Ling et al., 2010; Mishra et al., 2004a, 2004b; Pack et al., 2005). 
This introduces extra communications with all candidate APs instead of communicating 
with one candidate AP. In prediction based handoff techniques, if the prediction misses, 
the complete authentication is required for communication with the candidate AP (Chien 
et al., 2008; Kassab et al., 2005; Pack & Choi, 2004). This affects smooth handoff process. 
802.11i also does not define candidate AP prediction as an inaccurate prediction may lead 
to large resource wastage. Thus, proactive key distribution is suggestive as compared to 
predictive authentication provided the extra communication with the group of candidate 
access points is lightweight and efficient. Another handoff termed as reactive method is 
also proposed by researchers where STA authentication is executed after the candidate AP 
is selected. The candidate AP is usually selected by the STA and then the security context 
(i.e., keying material) is transferred to this AP. For transferring security context, STA 
requests to AS via old AP, then AS transfers security context to the candidate AP. Security 
of intermediate messages that are used for authentication and transferring security context 
is an issue here.

For providing fast and secure handoff for the mobile STA in WLANs, standard 
bodies IEEE and IETF have defined protocols like Control and Provisioning of Wireless 
Access Points (CAPWAP), Hand Over Keying (HOKEY) and IEEE 802.11r (Task group 
r) (Clancy, 2008). CAPWAP supports centralized management of APs. HOKEY extends 
the Authentication, Authorization and Accounting (AAA) architecture to support key 
deriving and distribution with involving full EAP authentication. 802.11r depends upon 
passing credentials directly between APs for handover. Though CAPWAP takes very less 
time, it is more or less reauthentication with centralized Access Controller (AC), followed 
by key transfer to new Wireless Termination Points (WTP). HOKEY is successful in 



Secure WLAN Handoff Scheme with Continuous Authentication   37

multidomains but it takes more communication time. Among these three (CAPWAP, 
HOKEY and 802.11r), 802.11r is more efficient in terms of communication overheads. It 
still has issues concerning the safe transfer of key between APs.

We propose a novel Secure WLAN Handoff Scheme that maintains security 
properties while evolving and transferring the security context (key and initial vector) to 
the candidate AP. The scheme is lightweight and uses reactive method for handoff. The 
proposed secure handoff scheme not only provides the handoff within desired time limits 
required by multimedia and real time data traffic but also maintains desired security using 
primitives like lightweight authentication, encryption and Message Integrity Code (MIC) 
to all the messages involved in the handshake process. Two kinds of APs are defined in 
the scheme: normal AP and Domain Controller AP (DCAP). STA request DCAP through 
normal AP by putting ID of the candidate AP. DCAP in turn distributes the STA context 
(key and initial vector) to the candidate AP. Thus, when STA roams into the area of 
candidate AP, less time is involved in the STA authentication at the candidate AP. 

The rest of the paper is divided into 4 sections. Section 2 presents the related work 
done. Section 3 proposes the secure handoff scheme. Section 4 discusses the performance 
issues and comparison among the related handoff schemes. Section 5 provides security 
analysis while section 6 provides conclusion.

2. Related work

Several predictive and pre-authentication schemes are proposed for enhancing the 
handoff (Compton, 2008; IEEE 802.11i, 2004; Kassab et al., 2005). Kassab et al. (2005) 
proposed statistical methods for modeling the mobility pattern of the STA. As a result of 
the model, a set of access points are selected in the handoff region. STA can associate with 
any one of them and thus, STA needs to exchange fewer messages with the candidate AP. 
An interesting concept of neighbor graph has been introduced in (Mishra et al., 2004a, 
2004b; Shin et al., 2004) that identifies the candidate access points, one of which would 
associate with STA. The key material is distributed to these candidate access points. New 
Pairwise Master Keys (PMKs) are generated using PMK trees. As the key material is 
received by APs before the handoff, this process is termed as proactive key distribution. 
Communication between AP and AS is reduced in the scheme. Still the process introduces 
communication overheads between the candidate access points and the AS. For further 
reducing this overhead, improvements like selective neighbor caching and proactive key 
distribution with anticipated 4-way handshake are suggested in (Hur et al., 2007; Ling et 
al., 2010; Pack et al., 2005). In former, the STA context is transferred to only selective 
neighbors. In case only one neighbor is selected, it becomes similar to reactive handoff 
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method. In latter, the 4-way handshake is not required at the start of handoff rather STA 
generates PTKs before handoff with the help of candidate AP list sent by the AS. The 
method is useful mainly for 802.1X based networks.

Fast AP Transition Protocol (FATP) scheme uses proactive key distribution technique 
to transfer existing security context to the candidate AP before handoff (Lee, 2010; Lee & 
Hunt, 2010). After transferring the security context, the roaming STA and candidate AP 
mutually verify each other’s identity and derive new session keys. This does not require 
involvement of AS during the STA reassociasation with the candidate AP. The resulting 
trust relationship has same properties of full EAP/TLS authentication and has less cost 
in terms of latency, computational power and network traffic overhead. It implements 
authentication followed by reassociation. Authentication leads to establishment of trust 
relationships and reassociation leads to changing the AP attachment. The scheme also 
claims to work under DoS attacks. The issue of DoS attacks is not addressed by any other 
handoff solutions. Scheme defines two types of intra-domain handoff scenarios namely “R0 
to R1” handoff and “R1 to R1” handoff. A secure and fast handoff technique is proposed 
at (Maccari et al., 2006). It is based upon the concept that when STA moves towards the 
candidate AP, then candidate AP request for PMK from the AS along with proving its 
request as legitimate. For this STA gives a token to candidate AP who forwards it to the 
AS, proving request as legitimate. Token generation is based upon hash calculation using 
PMK shared between STA and AS. The scheme works only for 802.1X based networks. 
Another fast authentication scheme for the wireless LAN is proposed at (Zhang et al., 
2010, 2011). The scheme reduces the authentication latency during the handoff using 
a tunnel technique. The tunnel technique provides secure communication. Roaming 
STA selects the new (candidate) AP and starts the fast authentication process. The ID of 
candidate AP is transferred to old AP. The old AP uses MAC address of the candidate 
AP for generating the pair wise tunnel key. This key is then transferred to both mobile 
STA and the candidate AP. The roaming STA now tries to associate with the candidate 
AP using this temporal tunnel key. The STA packets are still transferred to old AP which 
then forwards them to the destination. Mean while the candidate AP starts the EAP/TLS 
process with STA to generate PMK and PTK. Once PTK is generated temporal tunnel key 
is obsoleted and the communication starts using the new PTK.

3. Proposed secure WLAN handoff scheme

There are two types of APs involved in the scheme: Domain Controller Access 
Point (DCAP) and normal Access Points (AP1, AP2, ..., APn). There is only one domain 
controller AP in a particular domain while there are several normal APs in the domain. It is 
assumed that domain controller AP has high computation capacity. The main functionality 
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of domain controller is to authenticate wireless stations and access points. Hence, this 
role can even be performed by the authentication server (AS) in a domain. Apart from this, 
DCAP not only evaluates fresh communication key for STA but also forwards refreshed key 
to the new AP during handoff. The STA performs handoff among normal APs. The proposed 
scheme has initialization and communication phases similar to Key Hiding Communication 
(KHC) scheme (Singh & Sharma, 2013a); in addition it has handoff phase.

3.1 Initialization phase

Each wireless station and access point initially authenticates itself to the DCAP and 
evolves shared master key for communication. For this initial authentication, STA and AP 
utilize the initialization phase of the Key Hiding Communication (KHC) scheme proposed 
by Singh and Sharma (2013a). During KHC initialization phase, pair of communicating 
nodes evolve master key (MK) between them. Using the KHC process, STA is initially 
authenticated at DCAP and then a master key (MKSTA-DCAP) is evolved at the STA and 
DCAP. Similarly, normal APs evolve secret master key (MKAP1-DCAP, MKAP2-DCAP, ..., MKAPn-

DCAP) with the domain controller AP. MKSTA-DCAP is termed as MK of the STA. DCAP 
transfers STA MK securely by encrypting using MKAP1-DCAP to the current communicating 
AP (say AP1). Using MK of the STA, initial parameters i.e., CD0, C0 and C1 are shared 
between STA and AP. Such initial parameters are also shared between normal APs and 
domain controller AP. Thus, after initialization each pair of devices has its own set of 
K0, IV0, C0 and C1 required for secure communication. The naming conventions used 
in the paper are mentioned in Table 1. The wireless handoff scenario along with keys 
and parameters evolved after the initialization process is shown in Figure 1. As a station 
may perform frequent handoff, extra memory and computation overheads are involved at 
nodes. Hence, we assume 128 bit shared master key, 64 bit K0, 64 bit IV0, 64 bit C0 and 
64 bit C1 in the KHC scheme. 

3.2 Communication phase

After initialization, the communication between STA and AP1 is performed like 
KHC communication phase. In communication phase of KHC, key refreshing and hiding 
concept for sharing the symmetric secret key (Ki) and initial vector (IVi) is introduced. 
Key and IV refreshing are done using MK. After refreshing, the secret encryption key and 
IV are protected by XORing with counters C0 and C1 respectively. The key and IV are 
then mixed with each other before transferring them to the receiver. For mixing, the new 
byte locations for placing the Ki and IVi in the CDi are calculated with the help of existing 
Ki-1. Mixed key and IV is termed as Codeword (CDi). This codeword is added to the 
transmitted frame and delivered to the recipient. Corresponding frame MIC is calculated 
using Ki-1. The recipient extracts the key from the codeword, compares it with its own 
evaluated key, thereby authenticating the sender. Key (Ki) along with IVi, is then used to 
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encrypt the data frame to be transmitted next. The key verification at the receiver also 
provides authentication per frame. The authentication is lightweight as key verification 
involves operations like increment, XOR and modulus evaluations. MIC of only the 
authenticated frames is checked. The verified key is utilized to encrypt the data and 
evaluate MIC for the next frame.

Table 1   Naming Convention
Domain Controller AP: DCAP Codewords
Device Identifiers
STA identifier: IDSTA (64 bits)
APi identifier: IDAPi (64 bits)
Domain Controller identifier: IDDC (64 bits)

New codeword: CDi

STA-domain controller: CDSTA-DCAP

APi-domain controller: CDAPi-DCAP

STA-APi: CDSTA-APi

Shared Keys
Master Key: MK 
Previous Key: Ki-1

New Key: Ki 

STA-domain controller: KSTA-DCAP

APi-domain controller: KAPi-DCAP 

STA-APi: KSTA-APi

Initial Vector
Previous IV: IVi-1

New IV: IVi

STA-domain controller: IVSTA-DCAP

APi-domain controller: IVAPi -DCAP

STA-APi: IVSTA-APi

Thus, for transferring data between STA and AP in the proposed scheme, first 
refreshing of key and IV is done then key and IV protection is done which is then followed 
by key and IV mixing i.e., codeword (CDi

STA) formation. The CDi
STA is sent as extra bytes 

in the WLAN header. AP verifies codeword and hence authenticates the STA. The contents 
within the frame body are encrypted using Ki-1 and IVi-1. Each frame is protected via MIC 
addition to frame. The receiver verifies the Ki and IVi from the received codeword (CDi

STA) 
using protection and mapping. This verification provides per frame authentication. Ki and 
IVi are then used to encrypt next frame. Thus, encryption key for each successive data 
frame is refreshed in this process. Similar key refreshing and verification also takes place 
between other two pairs i.e., AP and DCAP; STA and DCAP.

Two kinds of frames are used in the proposed handoff scheme: communication 
frames and handoff frames. The frame types and their corresponding contents are shown in 
Figure 2. Communication frames are same as that of the KHC scheme with the exception 
that the codeword size is now 128 bits only. Three different handoff frames are required in 
the following: between STA and AP1 (current AP); between AP1 and DCAP; and between 
DCAP and AP2 (new/candidate AP). This implies that 2 bits are required in frame header 
for indicating the frame type. We consider the proposed implementation strategy by Ren et 
al. (2004) and use bits B3 and B4 of the data frame control field for frame identification.
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Figure 1   WLAN Handoff Scenario along with Keys and Parameters

Figure 2   Frame Types and Contents
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Combination “00” indicates communication frame between STA and normal AP, “01” 
indicates handoff request from STA to AP, “10” indicates handoff request by old AP (AP1) 
to domain controller AP, “11” indicates handoff response from domain controller AP to 
new AP (AP2).

3.3 Handoff phase

STA which is currently under AP1 (old AP), sends handoff request to the 
AP1whenever handoff with AP2 (candidate AP) is required. STA sets the handoff bits 
in the frame header as “01” and puts its own ID as well as ID of AP2 in the frame body. 
New codewords (CDi

STA-AP1 and CDi
STA-DCAP) and MIC are appended to it. On receiving this 

handoff request, AP1 removes

Figure 3   STA Handoff with AP2

CDi
STA-AP1 and verifies authenticity of the STA through STA codeword. AP1 then 

appends IDSTA, its own IDAP1 and codeword (CDi
AP1-DCAP) in the frame body along with 
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MIC. This request is forwarded to the domain controller. Domain controller authenticates 
STA and AP1 by verifying their codewords (CDi

STA-DCAP and CDi
AP1-DCAP). It generates 

new codewords for AP2 (CDi
AP2-DCAP) and STA (CDi

STA-AP2), puts them in response frame 
to AP2. Domain controller also puts the encrypted MK for the current STA session. On 
receipt of response frame, AP2 extracts its own codeword, authenticates domain controller 
and extracts the STA codeword (CDi

STA-AP2). The roaming STA request is verified using 
this extracted codeword. AP2 also extracts the MK of the STA session by decryption 
using Ki–1

AP1-DCAP. With the help of MK, AP2 further performs key refreshing and safe key 
transfer with STA. This accomplishes STA handoff with AP2. The entire handoff process 
the shown in Figure 3.

The computation and communication costs are involved in the proposed handoff 
scheme Three handoff messages i.e., H1, H2, H3 are exchanged among STA, AP1, 
DCAP and AP2. Scheme is reactive and therefore context/keying material is not supplied 
to all APs as done in proactive schemes, rather only one candidate AP is given STA 
communication key. The scheme provides secure communication as all the 3 handoff 
messages are protected by MIC and mutual authentication exists among all parties i.e., 
STA, AP1, DCAP and AP2 via codeword verification. The scheme also provides protection 
to handoff against DoS attacks at AP2. Before the handoff message H3 is received at AP2 
all the DoS attack packets are dropped. Once STA’s communication message i.e., D2 is 
received at the AP2, the entire process is nothing but the KHC communication and is safe 
under DoS attack.

4. Performance evaluation

For the proposed scheme, we calculate communication cost, network overload and 
computation cost required for performing the handoff and compare them with CAPWAP, 
HOKEY, IEEE 802.11r and FATP.

4.1 Communication cost and network overload

STA requires a total network overload of four messages i.e. H1, H2, H3 and D2 
to perform the handoff successfully with AP2. For simplification, we assume that the 
transmission latency between STA and AP is same as that of between AP and Domain 
Controller. The transmission time between two nodes using an IP socket (using UDP 
datagram) between two systems averages to 1.9796 milliseconds (Singh and Sharma, 
2013b). In proposed handoff scheme, four such communications are required: between 
STA and AP1 (old AP); between AP1 and domain controller; between domain controller 
and AP2 (candidate AP); between STA and AP2. 
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Therefore, communication cost of our proposed handoff scheme is equal to 4 ×  
1.9796 ms = 7.9184 ms.

4.2 Computation cost

The proposed scheme involves computations at the STA, old AP (AP1), domain 
controller AP (DCAP) and candidate AP (AP2). The computations involved are listed in 
Table 2. Key protection and key mapping is done using XOR and modulus operations, 
respectively while Key and IV are refreshed using hash calculations. Both XOR 
and modulus are mathematical operations and takes negligible time as compared to 
cryptographic primitives. Therefore, we can ignore them from calculations. We consider 
the average time taken for hash calculation as 0.1256 ms (Singh & Sharma, 2013b). 
Total number of key and IV refreshing required are 09 while number of encryptions and 
decryptions required are 02 respectively. As key refreshing and IV refreshing both require 
hash calculation, 18 hash calculations are required for handoff. For maintaining integrity, 
MIC computation and verification is required for each of the 4 frames. Thus, computation 
time for the handoff process is:

18 × 0.1256 + 2 × 0.1223 + 2 × 0.0533 + 4 × 0.193 = 3.3834 ms
Total time required for handoff = communication time + computation time = 7.9184 ms + 
3.3834 = 11.3018 ms (<< 50 ms) 

Hence, the proposed scheme is well suited for multimedia and real time applications.

4.3 Comparison with other secure handoff schemes

We compare proposed scheme with the existing handoff schemes and standards like 
CAPWAP, HOKEY, IEEE 802.11r and Fast AP Transition Protocol (FATP) in Table 3. 

Table 2   Computation Cost of the Proposed Handoff Scheme
Device Processing/Computations Number

STA Key and IV refresh 03
Key protection and Key mapping 03
Encryption 01

AP1 Key and IV refresh 02
Key protection and Key mapping 02

Domain Controller AP Key and IV refresh 04
Key protection and Key mapping 04
Encryption 01

AP2 Decryption 02
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CAPWAP and HOKEY do not change the existing 802.11 frame structure. All except 
CAPWAP scheme generates fresh session keys. Fresh traffic keys are generated by all 
the schemes. Communication overhead in our scheme is less as compared to any other 
scheme. For calculating communication overhead, we assume in a typical network: 
transmission latency (Tw) between STA and AP is equal to 15 µsec, latency (Tc) between 
any two relative close devices including AP to AP and WTP to AC is equal to 5 µsec and 
latency (Ta) between infrastructure components and local AAA server is equal to 20 µsec 
(Clancy, 2008).

5. Security analysis

The proposed handoff scheme shortens the handoff latency by initiating a key 
transfer process prior to moving to the new AP and performing handoff. The security 
properties of the scheme are analysed in this section.

5.1 Protects STAs from re-associating to malicious APs 

As all the packets bear the codeword for authenticating a frame, no malicious 
STA is able to associate with the normal AP. AP1 authenticates STA by verifying its 
codeword (CDi

STA-AP1). Domain controller authenticates STA and AP1 by verifying their 
codewords (CDi

STA-DCAP and CDi
AP1-DCAP). New AP (AP2) authenticates domain controller 

by verifying AP2’s codeword (CDi
AP2-DCAP). On receipt of communication frame from 

STA, the codeword of the STA is also verified. Thus, all the frames used in the handoff are 
authenticated. This protect STAs from re-associating to Malicious APs.

5.2 Evolves fresh keys even during handshake

At old AP (AP1), STA communicates using KHC and hence fresh key and IV are 
evolved per frame. On performing the handoff, STA refreshes its key and IV. Using key 
and IV, STA derives fresh codeword for communication with the new AP (AP2). Once 
codeword is verified, STA’s communication with AP2 proceeds further with evolving 
fresh key and IV.

5.3 Continuous authentication is provided

At old AP (AP1) STA communicates using KHC and hence enjoys continuous 
authentication. On performing the handoff, STA refreshes its key and IV. Using key and 
IV it derives a fresh codeword for communication with the new AP (AP2). For each 
frame, STA authentication process is continued with AP2. Hence, STA enjoys continuous 
authentication.
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5.4 Protection against DoS attacks

In KHC scheme the computational DoS attack has less impact on AP1. AP1 
protected by KHC scheme is able to maintain its communication under the computational 
DoS attack by verifying the codeword followed by MIC verification. This method of verifying 
codeword before MIC verification helps in protection against computational DoS attack. We 
realized that AP2 behavior under DoS attack while performing the handoff is same as that of 
KHC behavior. In handoff situation, STA1 moves to AP2 while communicating with STA2. 
During this period AP2 is under DoS attack and the attacker’s objective is to hamper the 
handoff process at AP2. None of the attack packets are considered for processing till AP2 gets 
message H3 for STA handoff. This means all attack packets are dropped till H3 is received. 
After AP2 gets message H3 for handoff of STA, AP2 starts accepting the packets of the 
attacker node and STA1. Once the STA packet i.e., D2 is authenticated, the remaining 
process is same as that for an access point protected by KHC scheme under DoS attack. 
Thus, the proposed scheme enjoys enough security during the handoff.

6. Conclusion 

In this paper, we propose a reactive handoff scheme. As the scheme is reactive, the 
security context (key and initial vector) is not supplied to all APs rather only one candidate AP 
is given STA communication key and initial vector. Thus, when STA roams into the area of 
candidate AP, less time is involved in the STA authentication at the candidate AP. The proposed 
scheme maintains security properties while evolving and transferring the security context to the 
candidate AP. The scheme is lightweight and provides continuous per frame authentication. All 
the handoff messages used in the scheme are protected. As frames are protected using MIC, 
frame modification is not possible. The proposed handoff scheme has low computation 
and communication cost (<50ms). This makes it suitable for real time scenarios with 
frequent handoffs. As compared to other secure handoff schemes, the proposed handoff 
scheme requires fewer messages, has less communication cost and is secure.
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ABSTRACT:	 Data breaches -- security incidents -- have become an everyday occurrence 
with hundreds of millions of consumers having their lost personal identification 
information (PII), had their credit and debit card numbers stolen, and their credit 
compromised. Despite the risk, consumers continuously swipe their cards and 
share their personal information regularly. This study examines the impacts of 
trust and distrust on consumer intentions in this environment. More than 1,700 
consumers involved in technology-driven transactions comprise the data sample. 
Trust, distrust, and their antecedents are investigated to determine (1) if trust and 
distrust are truly two distinct constructs, (2) if the two constructs have unique 
antecedents, and (3) their impacts on consumer intentions toward transactions. The 
study expands the literature treating trust and distrust as distinct yet inter-related 
constructs and by introducing new antecedents. Our findings suggest that trust and 
distrust are not the same construct and impact consumer intentions to transact.

KEYWORDS:	 Trust, Distrust, Disposition, Data Breaches, Consumer Intentions

1. Introduction

In 2014, a total of 79,790 cyber security incidents were reported in 61 countries 
(Brumfield, 2015). In the United States 43% of companies reported a data breach. An 
estimated $93 Billion was stolen from U.S. consumers between 2000 and 2014 (Ozawa, 
2015).The widely publicized system breach at Home Depot exposed over 56 million 
customer records. Anthem’s security lapse cost 80 million of its consumers and employees 
their personal information with similar losses at Ebay (145 million), JPMorgan (76 
million), Court Ventures (200 million), Sony (77 million), AOL (92 million), and TJ 
Maxx (94 million). These attacks are not restricted to business as illustrated with the 
US government’s Office of Personnel Management’s (OPM) breach placing the security 
clearance and background information of over 22 million individuals at risk and the US 
military’s loss of 70 million veteran’s records. This phenomenon is not exclusive to any 
one country, continent, socio-economic class, or ethnic group. In South Korea, nearly 20 
million people, almost 40% of the population had their personal data stolen and their credit 
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cards compromised (Thornhill, 2014). The magnitude of this crisis can be measured in 
media coverage. “Data breach” has become a term of everyday vernacular with The New 
York Times publishing more than 700 related articles in 2014, a 560% increase over 2013 
(Brumfield, 2015). Despite the litany of successful cyber attacks and media coverage, 
individuals are continuously swiping their credit and debit cards, engaging in e-commerce 
transactions (many on unsecured connections), and providing a wealth of personal 
information to business, government, doctors, insurers, and almost anyone who asks for 
it. This extraordinary behavior in light of the obvious lack of security has prompted the 
authors to investigate technology-driven consumer behavior and transaction1 intention as 
it relates to trust and distrust and their antecedents.

Interestingly, of the 70 million individuals impacted by the 2013 Target breach only 
35% indicated that their trust and behavior towards Target had changed (Silver, 2014). 
Trust is a widely researched construct that has been linked to all economic transactions and 
interpersonal exchanges (Alga 2014; Gambetta, 1988; Gefen, 2004; Mayer et al., 1995). In 
a related technology-driven area, the role of trust in e-commerce is highly correlated with 
consumer intentions and purchase behavior (Kim et al., 2004, Pavlou & Gefen, 2005; Wu & 
Tsang 2008). Less understood and researched is distrust -- the unwillingness to be vulnerable to 
others (Benamati et al., 2010). Some researchers believe that distrust is a distinct construct 
from trust and not just ends of the same continuum (Lewicki et al., 1998).

This study seeks to answer several research questions while contributing to the 
body of knowledge. First, since the literature has focused almost exclusively on trust, 
this research develops a comprehensive model of trust and distrust, positing that trust and 
distrust are two distinct yet interrelated constructs that influence intentions. Few prior 
studies (Benamati et al., 2010; Moody et al., 2014) have attempted this with Benamati’s 
work focused on online banking, a more restrictive domain. Second, assuming that trust 
and distrust are distinct constructs, they should have antecedents that influence their 
development. Therefore, this study examines previously researched antecedents in the 
context of both trust and distrust. Third, we further develop a comprehensive model with 
factors validated through a large sample (n = 1,763) of real-worldconsumers. This work 
seeks insights into trust and distrust in our dynamic tech-driven, data theft environment 
while determining the impact of the model’s constructs on an individual’s intentions. 

2. Trust

Trust can be thought of as the glue that holds society together. It is a defining 

1	 For the purposes of this work, transactions refer to any monetary exchange or the providing of any personal 
identification information (PII) to include credit or debit card numbers, social security numbers, medical 
information, etc.
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feature of most economic and social transactions in which uncertainty is present (Pavlou, 
2003). Trust is commonly invoked by individuals, businesses and organizations, as well 
as governments. Trust is mentioned in mottos, slogans, pitches, and even appears on US 
currency. It is a pervasive concept that has been widely studied across disciplines and yet 
a common definition has eluded researchers and practitioners alike.

Gambetta (1988) stated that when a trust-related topic is discussed, trust is always 
considered a fundamental or crucial element -- one that we cannot do without in human 
interactions. Trust is generally crucial in business and social interactions that are 
characterized by dependence of one party on another. It is a common perception, that trust 
is one of the key and perhaps most important factors in completing a transaction and thus 
of economic trade (Alga, 2014). In these transactions, trust -- in part -- binds all parties 
together based on the expected utility or return from the interaction (Ganesan 1994; 
Mayer et al., 1995). Trust has been linked to consumer confidence with consumers willing 
to transact with organizations they trust more than those who they do not (Keen, 2000). 
Gefen (2004) suggests that trust caters to a basic need to predict, understand, and control 
the social environment while attempting to determine the behavior of others and foresee 
the outcomes of actions. 

Trust is the foundation of commerce (Su & Han, 2003) and is important because it 
helps consumers overcome perceptions of risk (McKnight et al., 2002). When conducting 
commerce as in all social interactions, trust is a mechanism that is employed to reduce 
uncertainty (Su & Han, 2003) and complexity (Gefen et al., 2003; Luhmann, 1979).Trust 
in online merchants has been positively associated with their attitude towards the store and 
intent to conduct transactions (Jarvenpaa & Tractinsky, 1999; Kim et al., 2004; Macintosh 
& Lockshin, 1997). Ba and Pavlou (2002) argue that trust refers to the subjective 
assessment of one party that another party will perform a particular transaction according 
to his or her confident expectations, in an environment characterized by uncertainty.Lack 
of trust has a negative consequence for consumers both online (Wu & Tsang, 2008) and in 
the physical environments. Consumers whose trust is deficient will not engage in financial 
transactions (Hoffman et al., 1999). In e-commerce, a number of studies (Hoffman et al., 
1999, Liu et al., 2005, Pavlou & Gefen, 2005) have shown that trust is a major barrier to 
acceptance and inhibits Internet transactions (Kim et al., 2004). 

Trust has traditionally been difficult to define (Rousseau et al., 1998) and has 
been regarded as a confusing pot-pourri (Shapiro, 1987). McKnight et al. (2002) call 
for conceptual clarity and quote Keen et al. (1999), “ ... the basic conclusion in all these 
fields [is] trust is becoming more and more important, but we really cannot say what it 
exactly is” (pp. 4-5). The reason for this confusion (McKnight & Chervany, 2001) is that 
researchers have conceptualized trust within a narrow perspective in their specific field. 
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Economists view trust from the reputation of the parties and the impact on transactions 
(Cave, 2005). The key to successful economic transactions is avoiding opportunistic 
behavior (Williamson, 1985). Managerial and marketing researchers focus on strategies 
for consumers and trust building (Fogg, 2002) using trust as a mediator of the influence 
of a company’s actions on consumer behavior (Johnson, 2007). Mayer et al. (1995) define 
trust as the “willingness of one party to be vulnerable to the actions of another based on 
the expectation that the other will perform a particular action important to the trustor, 
irrespective of the ability to monitor or control that other party” (p. 712). Human computer 
interaction views the relationship between the user and system usability (Riegelsberger et 
al., 2005), while information systems researchers investigate system adoption, acceptance, 
and use2. Lee and Turban (2001) hold that trust is the willingness of a consumer to be 
vulnerable to the actions of an Internet merchant in an Internet shopping transaction, 
based on the expectation that the Internet merchant will behave in certain agreeable ways. 
Sociologists investigate trust from an interpersonal and group perspective (Salovery & 
Rothman, 2003) with Rotter (1971) defining trust as a generalized expectancy held by an 
individual that the word of another can be relied upon. Zucker (1986) suggests that trust is 
a set of expectations shared by all involved in an exchange, which encompass social rules.

For purposes of this work, trust is not a behavior or a choice, but a psychological 
condition and can be defined as the willingness to be vulnerable under conditions of risk 
and interdependence (Bhattacharya, 2002). McKnight et al. (2002) proposed three means 
to measure trust -- willingness to provide personal information, willingness to engage 
in a purchase, and willingness to act on provided information. This study focuses on 
willingness to provide personal information and willingness to engage in a purchase in 
trusting intentions. Further McKnight et al. (1998) indicate that trusting beliefs directly 
influence trust intentions. This relationship between trust and intentions/behaviors has 
been pervasive across the literature and disciplines (Ho & Chau, 2013; Jarvenpaa & 
Tractinsky, 1999; Kim et al., 2004; Liu et al., 2005; Macintosh & Lockshin, 1997; Pavlou 
and Gefen, 2005; Wu & Tsang, 2008).

Prior research has also found that trust is a predictor of consumer behavior and 
directly influences trust intentions (Bhattacherjee, 2002; McKnight et al., 2002). The 
higher the trusting beliefs, the more likely they (consumers) are to interact (Luhmann, 
1979). Recently, there have been efforts to integrate the concept of trust in technology 
with the technology acceptance model (Ghazizadeh et al., 2012; Pavlou, 2003) to predict 
a user’s intent. In a study involving expectation disconfirmation theory, Lankton et al. 
(2014) demonstrate that technologytrusting expectations influence intentions. Trust 

2	 Several prior studies have provided a meta-analysis of the trust literature (see Gefen et al., 2003; Johnson, 
2007, Kim & Tadisina, 2007; Rousseau et al., 1998.).
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researchers have found a strong relationship between trusting beliefs and intentions (Vance 
et al., 2008).

Therefore,
Hypothesis 1: Trust positively influences intentions.

3. Distrust

Prior research has mainly focused on trust and largely ignored distrust, partly 
because of the assumption that trust and distrust are two ends of one continuum (Benamati 
et al., 2010; Chau et al., 2013; Komiak & Benbasat, 2008; Ou & Sia, 2010; Schoorman 
et al., 2007; Seckler et al., 2015). Early studies (Rotter, 1971) viewed distrust as the 
opposite of high trust. This conceptualization of distrust as a single dipolar construct has 
been questioned (Lewicki et al., 1998). They state that distrust is a distinct construct from 
trust and that low trust is not equivalent to high distrust with the two constructs actually 
coexisting. To support this assumption, they extend Luhmann (1979) and suggest that trust 
and distrust have different consequences and develop a model which helps explain how 
both trust and distrust reflect the complexities and risks associated with interpersonal and 
business relationships. Trust focuses on more positive emotional reactions (hope, faith, 
confidence, assurance) toward others, while distrust is based in negative overtones (fear, 
skepticism, cynicism, vigilance) (Benamati et al., 2010; Lewicki et al., 1998). 

Although both trust and distrust serve as mechanisms to reduce complexity and 
uncertainty (Kramer, 1999), distrust may exert a more critical role for consumers (Ou & 
Sia, 2010). In most people the desire to avoid a negative outcome is stronger than seeking 
a potentially more positive one (Moody et al., 2014), suggesting that distrust should 
provide stronger motivations and behaviors (Chau et al., 2013). Trust in the workplace has 
been found to foster improved working relationships and performance (Dirks & Ferrin, 
2001) while distrust of institutionalized roles and structures lead to greater negative 
consequences (Sitkin & Roth, 1993). 

Akin to trust, distrust simplifies an individual’s decision-making process by 
determining which high risk or undesirable outcomes should be avoided. Trust reduces 
complexity by enabling individuals to take actions that expose them to risk while distrust 
reduces complexity, encouraging individuals to take protective actions to reduce risk 
(Benamati et al., 2010). In other words, trust and distrust balance each other leading a 
decision-maker to a state of equilibrium and potential action. Trust without distrust might 
lead to a consumer who fails to take full account of the risks associated with a decision. 
In the context of this work, a consumer that freely provides personal identification 
information (PII) on all occasions might find their identity compromised. This is not to 
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suggest that trust is good and distrust is bad, a simplistic view that has been pervasive 
in organizational and social research (Lewicki et al., 1998). Distrust can be thought to 
represent caution before or after taking an action. A famous example is Ronald Reagan’s 
quote “Trust but Verify,” during arms negotiations. While distrust is not explicitly 
mentioned it is implied and in this context not viewed as negative or bad but merely 
responsible and a means to reduce uncertainty which in turn led to an agreement. It 
has been further suggested (Benamati et al., 2010) that trust and distrust need not vary 
simultaneously. Lewicki et al. (1998) state that it is possible to like and dislike, to love and 
hate, and may be possible to trust and distrust. In this case, one might trust a company and 
its products but have minimal trust in their IT support systems as a result of a data breach 
or failure to protect personal information. 

If distrust is a distinct construct from trust, then focusing exclusively on trust 
may explain only part or provide a bias estimation of behavior (Benamati et al., 2010; 
McKnight et al., 2004; Ou & Sia, 2010). This study therefore assumes that trust and 
distrust exist as separate yet related constructs allowing the authors to study the constructs 
independently and interdependently as they relate to intentions and behavior. This study 
follows prior definitions of distrust, the negative expectations regarding an action, “the 
positive expectation of injurious action” (Luhmann, 1979, p. 72), or “fear of, a propensity 
to attribute sinister intentions to, and a desire to buffer oneself from the effects of 
another’s conduct” (Lewicki et al., 1998, p. 439).

In the context of consumer transactions distrust could lead to higher uncertainty on 
the part of the consumer and thus negatively impacting future transaction.The distrust is 
one of the most frequently cited reasons for consumers not usingmobile banking (Lin, 
2011). Although both trust and distrust serve as mechanisms to reduce complexity and 
uncertainty (Kramer, 1999), distrust may exert a more critical role for consumers (Ou & 
Sia, 2010). In most people the desire to avoid a negative outcome is stronger than seeking 
a potentially more positive one (Moody et al., 2014), suggesting that distrust should 
provide stronger motivations and behaviors (Chau et al., 2013).

Therefore:
Hypothesis 2: Distrust negatively influences intentions.

4. Antecedents to trust and distrust

4.1 Disposition to trust or distrust 

“Disposition to trust is a general not situation specific, inclination to display faith in 
humanity and to adopt a trusting stance toward others” (Gefen, 2000, p. 728). Disposition 
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to trust does not imply that others are trustworthy, only that they are more willing to 
depend on others (McKnight & Chervany, 2001). Conlon and Mayer (1994) found the 
willingness to trust was significantly related to behavior and performance. 

Disposition to trust has an impact on the formation of trust, especially when 
consumers have insufficient information or are in unfamiliar or abnormal situations 
(Gefen, 2004; Zhou & Tian, 2010). The concepts have been linked to faith in humanity 
and the assumptions of people and organizations in general. In contrast, disposition to 
distrust is also a persistent view that a person holds across situations, irrespective of the 
others involved (McKnight & Chervany, 2001; Moody et al., 2014; Zhaou & Tian, 2010). 
Thisconcept implies a general unwillingness to depend on or become vulnerable to others 
(McKnight et al., 2004). 

Both dispositional trust and distrust develop over a lifetime as a result of learned 
outcomes from varied experiences (McKnight et al., 2004; Merritt et al., 2013; Rotter, 
1971). Furthermore, both constructs are thought to be relatively stable, although not static 
(Mayer et al., 1995; Merritt and Ilgen, 2008) and may change as individuals experience 
both positive and negative experiences. The degree or severity of an experience could 
yield a greater impact. Therefore, we expect that as with trust and distrust, disposition 
to trust and distrust may not vary simultaneously. A person with high disposition trust is 
more likely to trust others than a person with low dispositional trust, while an individual 
with high dispositional distrust is likely to be more distrustful. 

Therefore:
Hypothesis 3: Disposition to trust positively influences trust.
Hypothesis 4: Disposition to distrust positively influences distrust.

4.2 Reputation 

Company reputation reflects the amount of regard that stakeholders, particularly 
customers, assign to the company (Fombrun & Rindova, 2000). The literature recognizes 
that reputation plays a critical and primary role in building productive customer relations 
(Abimbola & Vallester, 2007; Garbarino & Johnson, 1999). Fombrun (2005) noted that 
customers judge companies constantly, adding that reputation is widely seen as a powerful 
intangible corporate asset, which the leaders of well-respected companies actively measure 
and work to enhance. 

Prior research on cognitive trust suggests that a trustor may categorize an unfamiliar 
trustee astrustworthy or untrustworthy based on the reputation of the trustee. The 
reputation categorization processinfers that a trustee with a good reputation is believed 
to be trustworthy (McKnight et al., 1998). When nodirect experiential information is 
available, the trustee’s reputation may affect people’s beliefs (Powell, 1996). Thus, 
reputation isconsidered an important moderator of trust.
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Keh and Xie (2009) examined the relationship of corporate reputation to trust and 
purchase intent in Chinese companies. Their findings showed that reputation was very 
strongly related to trustworthinessand with a positive link to the customers’ intent to 
purchase. The strength of the relationship suggests that it is a major component of overall 
corporate reputation. Consequently, higher levels of trust can exercise a significant and 
favorable impact on customer behavior. Reputation has been categorized as a factor 
through which individuals build cognitive trust (McKnight et al., 1998) and view an 
organization as trustworthy (Jarvenpaa et al., 2000; Kim, 2012). An established reputation 
has been linked to integrity and ability – an organization that is capable and insures its 
products and services (Liu et al., 2005; Mayer et al., 1995). 

Therefore:
Hypothesis 5a: Reputation positively influences trust. 
Hypothesis 5b: Reputation negatively influences distrust.

4.3 Knowledge

Knowledge has been recognized as one of the most important cognitive factors 
influencing behavioral processes (Jeng & Fesenmaier, 2002; Vogt & Fesenmaier, 1998) 
and consumer behavior (Klink & Smith, 2001). Selnes and Howell (1999) found that 
decision-making behavior and information processing differ between customers with high 
and low levels of knowledge. Knowledge plays a central role in many theoretical models 
of attitude because it is hypothesized to influence behavior (Barber et al., 2009). Hadar et 
al. (2013) investigated the impact of subjective knowledge states on financial decision-
making with findings showing that when customers felt less confident in their knowledge, 
they were less likely to make a risky investment. With high levels of knowledge, 
consumers are confident in their own ability to undertake information-searching tasks 
(Schmidt & Spreng, 1996) with results leading to higher levels of trust, which reinforce 
their purchase behavior (Alba & Hutchinson, 1987; Crowley & Mitchell 2003). 

Knowledge is a multidimensional construct comprising three categories: (1) 
subjective knowledge -- familiarity, (2) objective knowledge -- expertise, and (3) product 
experience -- possession (Alba & Hutchinson, 1987; Bettman & Park 1980; Brucks, 1985; 
Johnson & Russo, 1984; Park & Moon, 2003; Ratchford, 2001; Sujan, 1985). Hence, 
subjective knowledge equates to the familiarly with the laws and structural procedures 
in place to safeguard their information, objective knowledge is expertise but focused on 
the understanding of the nature of the technology related to information transmission and 
protection, while experience relates to the conduct of the transaction gained through use. 
This study incorporates knowledge that would protect an individual from the dangers 
present in technology-driven transactions. 
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Therefore:
Hypothesis 6a: Knowledgenegatively influences trust.
Hypothesis 6b: Knowledgepositively influences distrust.

4.4 Technology trust

It has been suggested (Benamati et al., 2010) that trust and distrust need not vary 
simultaneously. Lewicki et al. (1998) state that it is possible to like and dislike, to love 
and hate, and may be possible to trust and distrust. Therefore, one might trust a company 
and its products but distrust its IT support systems as a result of a data breach or failure 
to protect personal information. McKnight et al. (2011) explained that trust in technology 
relates to individuals depending on, or beingwilling to depend on the technology to 
accomplish a specific task because the technology has positivecharacteristics.

The relationship between trust in an organization’s technology and the organization 
itself has been suggested by Evenstad (2016). An individual’s trust in technology may 
also influence his/her trust in other elements of an organization such as institutional trust 
(Muir, 1994). Higher trust in technology leads to higher trust culture (in the organization) 
and greater adoption and use (Xu et al., 2014). In a medical setting, Montague et al. (2009) 
uncovered a link between trust in an organization’s technology and social trust (trust in 
the organization itself). Distrust in technology prevents the user from utilizing systems to 
their full extent, and can lead to a decrease in productivity (Xu et al., 2014). The lack of 
trust is one of the most frequently cited reasons for consumers not using mobile banking 
(Lin, 2011; Masrek et al., 2014). Technology trust has been empirically supported as a 
moderator of trusting beliefs and intentions (Li et al., 2008; Vance et al., 2008). 

Therefore:
Hypothesis 7a: Technology trust positively influences trust.
Hypothesis 7b: Technology trust negatively influences distrust.

5. Methodology

5.1 Instrument

The questionnaire was derived from pervious literature (see Appendix) with a 
number of questions rewritten to make them more applicable to this study’s intent. The 
initial instrument consisted of just under a hundred (7 point scale, Likert-type) items 
including demographic information. The instrument was initially pilot tested with a 
group of approximately 250 individuals drawn from a population representing the desired 
sample. As a result of the pilot test, the analysis of the data, and feedback from subjects, 
the instrument was reduced by greater than one half with redundant items eliminated and 
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the wording of several questions modified. The resulting instrument was then retested 
and after very minor changes, a final instrument was made available. The first page of the 
questionnaire explained to participants the intent and objectives of the study and provided 
them with some contextual background for the work, while asking them to answer the 
questions with regard to first hand interaction with a specific organization. It further 
explained that the research was for academic purposes only and that any information 
provided would be held in strictest confidence. 

5.2 Participants

The authors surveyed a large global sample (2,000+) of consumers to understand 
the impacts of data breaches. Participants were recruited into the study utilizing business 
and institutional contacts of the researchers and received no compensation. The only 
conditions for participation was that individuals must be over the age of 18, be personally 
responsible for a credit card or online pay account (e.g., PayPal or direct phone billing), 
and have either completed (1) an Internet transaction, (2) used a credit card or online pay 
account at any merchant -- on-line or otherwise, or (3) provided personal information to 
any organization (business or otherwise) in the preceding six months. Participants were 
screened to insure they met the previously stated requirements of the study. Participants 
were informed that when answering the study’s questions they should consider their 
interaction with any organization through which they either conducted transactions or 
provided personal identification information regardless of if that organization had suffered 
a breach or not. Surveys were taken and collected via a controlled access website that 
randomized all sample questions. While not excluding students, this study focused on 
participants from the general population. The sample was not restricted to any group or 
country although the majority of responses (approximately 79%) came from the United 
States. For this sampling, 1,763 fully completed and useable surveys were obtained. 

The sample was composed of 653 (37%) females and 1110 (63%) males with a 
mean age of 36.8 years (standard deviation 12.6). Participants had the following education 
make-up -- 1.2% no high school degree, 6.9% high school completion, 19.2% some 
college work, 12.5% associates degree, 39.2% bachelor degree, and 21% graduate degree. 
The questionnaire also collected income demographics with 43.9% having income of less 
than $75,000 per year, 38.4% between $75,000 & $150,000, 9.7% between $150,000 & 
$200,000, and 8.1% in excess of $200,000.

6. Research analysis

Analysis and data validation were conducted in phases following recommended 
research guidelines (Cenfetelli & Bassellier, 2009; Hair et al., 2013; Moody et al., 2014). 
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First, data were examined to determine the extent of multicollinearity, reliability, or 
common-method bias. The data were found to be free of missing data for all observed 
items with the exception of control variables gender, age, highest level of education, 
ethnicity, and income. 

The second phase of the analysis proceeded by establishing factorial validity using 
exploratory factor analysis (EFA). EFA was conducted using Unweighted Least Squares 
(ULS) with oblimin rotation used to extract the maximum shared variance, leaving unique 
and error variance in the model (Osborne & Banjanovi, 2016). ULS was considered to be 
more robust in the presence of violations of multivariate normality. The assumption that 
the manifest variables were correlated suggested that an oblimin roation was appropriate. 
Initial analysis indicated an 8 factor model with 32 variables after examining the scree plot 
and data pattern matrices for the full sample. 

The next phase of the analysis examined the model using path analysis. The path 
analysis was used to test the theoretical model to determine directional relationships and 
assess the overall viability of the model. After examining the final path analysis results, all 
paths were retained. Additionally, the Comparative Fit Index (CFI) (0.85), Standardized 
Root Mean Square Residual (SRMR) (0.06), Root Mean Square Error of Approximation 
(RMSEA) (0.167) and the full RMSEA 90% confidence interval were within acceptable 
limits, (0.153 ≤ RMSEA ≤ 0.181). 

Continuing with the analysis, the theoretical model was examined using 
Confirmatory Factor Analysis (CFA). Using the approach suggested by Anderson and 
Gerbing (1988), CFA was used to provide evidence that the indicator variables effectively 
measured the underlying constructs of the measurement model. Initial goodness-of-fit 
statistics were less than favorable. After examining results and Lagrange Multipliers (LM), 
two manifest variables were removed, retaining 30 variables. The CFI (0.94), GFI (0.89), 
RMSEA (0.064), and RMSEA 90% confidence interval (0.062 ≤ RMSEA ≤ 0.066), results 
of the CFA indicated an acceptable fit.

The final step,assessing the structural model, indicated that the model identified five 
exogeneous variables, Reputation, Knowledge, Technology Trust, Disposition to Trust and 
Disposition to Distrust and two endogeneous variables that moderated levels of Trusting 
and Distrusting Beliefs affecting levels of Intent. All reported godness-of-fit values 
were withing acceptable ranges based on research (Hair et al., 2013). RMSEA (0.068), 
RMSEA 90% confidence interval (0.066 ≤ RMSEA ≤ 0.07), and SRMR (0.058) support 
the conclusion that the model did a reasonable job of accounting for the covariance in 
the data. Additionally, 27% of the variance in Intentions is explained by Trusting and 
Distrusting Beliefs, 63% of the variance in Trusting Beliefs is explained by Disposition 
to Trust, Reputation, Knowledge, and Technology Trust, and 48% of the variance in 
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Distrusting Beliefs is explained by Disposition to Distrust, Reputation, Knowledge, and 
Technology Trust. 

6.1 Measurement model analysis

Common-method bias is a measurement error attributable to systematic error in 
the measurement method observed most often in research studies involving self-reported 
measures in measurement instruments. The Pearson correlation coefficient matrix for 
manifest variables was examined for mono-method bias and reliability (Podsakoff et 
al., 2003). All correlation coefficients were between -0.63 and 0.89 suggesting a lack of 
mono-method bias (See Table 1). Research suggests (Cenfetelli and Bassellier, 2009; Hair 
et al., 2013) that indicators with VIF values less than 10 are generally acceptable. The 
model’s VIF values ranged from 1.919 to 6.720.Cronbach’s Alphas ranged between 0.837 
and 0.934 with only the indicators for Knowledge being below 0.9. The literature suggests 
that Cronbach’s alphas greater than 0.70 are acceptable and values greater than 0.80 are 
ideal (Nunnally & Bernstein, 1994) (See Table 2). Statistical power is estimated at 0.99 
for this model.

6.2 Convergent validity 

Research suggests that convergent validity is established using three measures (Hair 
et al., 2013). The first indicator of convergent validity is the size of the factor loadings.
All standardized factor loadings ranged between 0.5943 and 0.9306. With the exception 
of one variable, all loading exceeded 0.61. The second indicator of convergent validity 
is the average variance extracted (AVE) for each item. AVE ranged between 0.504 and 
0.766 (values exceeding 0.50 suggest adequate convergence). The third indicator of 
convergence uses reliability estimates where values greater than 0.6 are acceptable, i.e. 
internal consistency. Reliability estimates range between 0.604 and 0.915 and consistently 
represent the same latent construct. Therefore, there is empirical evidence to suggest that 
the model achieves convergent validity (See Table 2). 

6.3 Discriminant validity 

Discriminant validity is achieved when the variables that should not be related are 
not. This is evidenced in exploratory factor analysis by variables hanging together without 
cross loading on other factors. The suggested approach for determining discriminant 
validity is to compare the AVE to the square of the correlation estimate for each latent 
construct (Hair et al., 2013). Empirically, AVE estimates suggest that the model violates 
this condition. However, the variables exhibit high loadings on each latent construct and 
exhibited no cross loading below the 0.55 level.
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6.4 Structural model analysis

The theoretical model identifies three first order constructs, Reputation (F6), 
Knowledge (F7), and Tech Trust (F8) as well as two second order constructs, Disposition 
to Trust (F4) and Disposition to Distrust (F5). Three other constructs were identified, 
Trusting Beliefs (F2), Distrusting Beliefs (F3), and Intentions (F1). Intentions, Trusting 
Beliefs and Distrusting Beliefs are second order variables. Goodness-of-fit indices for the 
SEM are within acceptable limits. All paths linking the latent constructs were determined 
to be in the appropriate direction and significant at p < 0.0001. The standardized path 
coefficients from Trusting Beliefs (F2) to Intentions (F1) is 0.423, t = 18.58, p < 0.0001) 
from Distrusting Beliefs (F3) to Intentions (F1) is -0.182, t = -7.667, p ≤ 0.0001. 

7. Results

The theoretical model (see Figure 1) exhibits the constructs and their respective 
relationship magnitude and direction. The higher trusting beliefs, the more likely 
consumers’ intentions will be manifested by their intentions. Prior research suggests that 

Figure 1   Comprehensive Model
Note. ***p < 0.0001
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there is a strong relationship between consumers’ trusting beliefs and their intentions. 
The theoretical model portraying the relationship between trusting beliefs and intentions 
confirms this relationship. The research shows that there is a strong, positive (0.422, p 
< 0.0001) relationship between trusting beliefs and intentions. Therefore, Hypothesis 1 
is supported. The relationship between distrusting beliefs and intentions is negatively 
related (-0.180, p < 0.000). This supports prior research findings that distrusting beliefs 
are a conceptually separate construct from trusting beliefs. Therefore, Hypothesis 2 is 
supported. 

Hypotheses 3 and 4 for disposition to trust and disposition to distrust were both 
supported (0.290, p < 0.0001 and 0.510, p < 0.0001). As antecedents, disposition to 
distrust appears to have a stronger relationship to distrusting beliefs than disposition 
to trust with trusting beliefs. This finding is not surprising given that trusting beliefs 
and distrusting beliefs are conceptually different concepts. Reputation indicated a 
strong positive relationship (0.0.390, p < 0.0001) with trusting beliefs and and negative 
relationship with distrusting beliefs (0.140, p < 0.0001). Prior research indicates that 
reputation often plays a role in people’s beliefs. Therefore, the theoretical model supports 
both hypotheses 5a and 5b.

Prior research suggests that knowledge is an important antecedent in many 
theoretical models of attitude due to its direct and indirect effects on behavior. Knowledge 
has a negative relationship (-0.280, p < 0.0001) with trusting beliefs and a somewhat 
weaker, positive relationship (0.140. p < 0.0001) with distrusting beliefs. Knowledge that 
would protect an individual from technology-driven transactions would strengthen this 
argument. The model supports hypotheses 6a and 6b.Technology trust exhibits a strong, 
positive relationship with trusting beliefs (0.430, p < 0.0001) and a negative relationship 
with distrusting beliefs (-0.220, p < 0.0001) suggesting that as a consumer becomes 
more dependent on technology to complete specific tasks or transactions, the stronger 
the trusting beliefs. On the other hand, a lack of trust in an organization’s technology 
suggests that distrusting beliefs or avoidance of such technology. Hypotheses 7a and 7b 
are supported in the model.

8. Discussion and conclusion

This research provides interesting insights into an academic discussion -- the 
relationship of trust and distrust -- as well as understanding of consumer behavior in data 
theft environments, a new phenomenon. This study and was undertaken in part because 
both researchers had their information compromised during data breaches. Trust and 
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distrust were historically believed to be opposite ends of the same continuum. The belief 
that they are distinct constructs with unique antecedents was introduced by Lewiciki et 
al. (1998) and is still widely argued. The researchers recognize that one study neither 
confirms nor rejects theory but while using a large sample of real-world participants, as 
opposed to students, the empirical findings support the concept that trust and distrust are 
distinct constructs and those constructs directly impact the intentions of consumers.

While shedding light on a new phenomenon, the study created as many questions 
as it provided answers. Since this study was a snapshot in time a follow-up study of a 
longitudinal nature of trust/distrust would be very interesting to understand the lasting 
impacts of data breaches on trust/distrust as well as the impact on consumer intentions. 
Additionally, this study did not explore the degree of impact, only if the participants had 
been directly exposed to a data breach. Clearly the magnitude of the incident should create 
varied reactions by consumers, leading to stronger changes in intentions. A future study 
of the degree of loss and its impact would provide an interesting extension. Further, while 
not emphasized in this study, our sample was drawn from a global population (although 
predominately USA). We did not differentiate on national or cultural origin but it would 
be interesting to understand any cultural implications that future studies might derive. 

The subject material of this research is of interest to both academics and 
practitioners. Future studies from an academic standpoint should extend this work while 
attempting to understand the relationships amongst trust and distrust and their antecedents. 
Those relationships would further clarify the nature of trust and distrust. For practitioners, 
future studies of the relationships -- amongst trust, distrust, their antecedents, and 
intentions -- and their strengths could assist in the understanding of how changes in 
one factor impact a consumer’s behaviors and intentions. This in turn could provide 
organizations remedies that go beyond ‘locking down’ a system. For instance, strong 
relationships were discovered between reputation and trust and distrust. Assuming that 
these relationships are generalizable, organizations could enhance their reputation which 
in turn could provide benefits if they suffer as data breach. The same can be inferred for 
knowledge and technology trust.

All investigations and reports suggest that data breaches and loss of data will 
continue to increase and that the magnitude of the losses will expand correspondingly. 
This exploratory study examined the impact of data breaches/hacks on trust/distrust, their 
antecedents, and intentions. This research demonstrates that, within this context, trust and 
distrust are distinct constructs with distinct antecedents.
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Appendix

Retained Survey Instrument Items
(source in italics)

Have you, a family member, or close friend had your personal information 
compromised (information/files stolen or financial data, e.g. credit card or bank numbers) 
as a result of data theft or a hack with a retailer or organization you provided information? 

Knowledge (Kim et al., 2004)
K1	 I understand the safeguards in place to protect my personal information.
K2	 I understand about encryption that can protect my information when stored and 

during transmission. 
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K3	 I understand that there are laws in place to limit my liability if my personal 
information is compromised. 

K4	 I know that organizations are responsible for protecting my personal information.
Disposition to Trust (Benamati et al., 2010; Ho & Chau, 2013; McKnight et al., 2002)
DT1	 I usually trust people until they give me a reason not to trust them.
DT2	 I generally give people the benefit of the doubt when I first meet them.
DT3	 My typical approach is to trust new acquaintances until they prove I should not 

trust them.
Disposition to Distrust (Ho & Chau, 2013)
DDT1	 Most people are usually out for their own good.
DDT2	 Most people pretend to care more about one another than they really do.
DDT3	 Most people inwardly dislike putting themselves out to help other people.
DDT4	 Most people would tell a lie if they could gain by it.
DDT5	 Most people would cheat on their income tax if they thought they could get away 

with it.
Technology Trust (Cloesca, 2009)
TT1	 I believe the technologies supporting ... are reliable.
TT2	 I believe the technologies supporting ... are secure.
TT3	 Overall, I have confidence in the technology used by....
Reputation
REP1	 People say this organization has a good reputation. (Doney & Cannon, 1997)
REP2	 In public opinion, this organization is favorably regarded. (Kim et al., 2004)
REP3	 People say this organization has a good image. (Grazioli & Jarvenpaa, 2000)
REP4	 This organization is well respected by people. (McKnight et al., 2002)
Trust (in Organization) 
TR1	 This organization is trustworthy. (Grazioli & Jarvenpaa, 2000)
TR3	 This organization keeps customers’ best interests in mind. (Grazioli & Jarvenpaa, 

2000)
TR4	 This organization would do the job right even if not monitored. (Suh & Han, 

2003)
Distrust (in Organization) (Ou & Sia, 2010)
DB1	 This organization looks suspicious.
DB2	 This organization seems distrustful. 
DB3	 I feel skeptical (i.e., have doubts) about this organization.
DB4	 I must be very watchful and wary when dealing with this organization.
DB5	 I am fearful of dealing with this organization.
Intentions (Pavlou, 2003; Suh & Han, 2003)
I1	 I intend to continue doing business with … in the future.
I2	 I expect I will continue working with ... in the future.
I3	 I will strongly recommend others to use....
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